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Model-based image analysis is a relatively new, but increasingly popular and

widely successful, approach to analysis of object shape in images. The approach

requires a physically-based model for the image data, a model that can be quite simple

for MR and CT images. Existing applications for ultrasonic images employ data

models using assumptions that significantly limit the general applicability of their

results. Towards a data model that more fundamentally represents ultrasonic images

in terms of shape, a probabilistic data model has been developed for ultrasonic images

of rough surfaces combining surface shape and microstructure and the characteristics

of the imaging system. The model is based on a physical model for image formation



using a linear model for the imaging system with a new, discrete-scatterer model for

the tissue surface. The physical model provides the means for simulation of individual

images and a mathematical representation for extending the model to a probabilistic

form.

From the physical models for the imaging system and tissue surface, the ran-

dom phasor sum has been used to characterize the amplitude at each pixel in terms

of its mean, µ, variance, σ2, and SNR0,
µ
σ
. Approximations of the amplitude sta-

tistics have been derived for surfaces in two ways: 1) using a planar approximation

to the pixel’s local surface geometry, and 2) using the original surface representa-

tion. The amplitude SNR0 has been used to characterize each pixel as Rayleigh- or

non-Rayleigh-distributed. This characterization forms the basis for constructing an

image model where pixels are considered Rayleigh-distributed when applicable and

Gaussian otherwise.

The image model was evaluated using in vitro images of a cadaveric verte-

bra. Simulated images were generated for visual comparison with actual images.

Approximate mean and SNR0 images were generated using the above techniques for

comparison to sample mean and SNR0 images generated from repeated simulations.

The image model, as constructed from the image statistics, was evaluated quantita-

tively based on performance in inferring the pose of a vertebra from a small set of

images.
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Chapter 1

Introduction

Despite its tendency to befuddle the average viewer, medical ultrasound remains in

common practice because of its many advantages. Relative to x-ray computed tomog-

raphy (CT) or magnetic resonance imaging (MR), it is inexpensive and extremely

portable. Ultrasonic energy is non-ionizing, and, for most patients, an ultrasound

exam is much more pleasant than the often-feared CT or MR scan. The biggest

downside to ultrasound is the overwhelming amount of experience required for an

operator to become skilled in the art of interpreting the images. This difficulty could

be simplified greatly by a robust approach to computer-assisted image interpreta-

tion. If successful and accurate, an approach could expand the range of applications

for ultrasound beyond common diagnostic usage. For instance, ultrasound has been

investigated by many medical researchers as a means for tissue registration for image-

guided surgery and delivery of radiosurgery [1, 2, 3].

1.1 Inference of Shape

Within image interpretation, or image analysis, this dissertation focuses on the in-

ference of tissue shape. While shape analysis is difficult with any image modality, it

is especially difficult in medical ultrasonic images. Consider the image in Figure 1.1,

with the associated description of gross structure on the right. The region of skin at

the top of the image is marked by a low-intensity, homogeneous speckle texture, the

fascial layer by a slightly higher-intensity homogeneous texture. The muscle layer is

identified by the presence of individual fibers within the layer, where the intensity

varies along the fibers, depending on the orientation of the fiber with respect to the
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axial direction (down in the image). Finally, the transverse process of a lumber ver-

tebra is marked by both a varying speckle texture, along the sides of the process, and

some high-intensity, coherent echoes at the top of the process where the normal to the

surface is aligned with the axial direction. Such variation is typical in all ultrasonic

images, with image features representing a mix of the random speckle texture (as

seen for the skin) and coherent echoes (as seen for some of the muscle fibers and for

the top of the transverse process).

Figure 1.1: The spinal ultrasonic image on the left shows typical characteristics of
several tissue regions, skin, fascia, muscle and bone. The drawing on the right shows
the locations of selected tissue regions.

With such high variation in ultrasonic image intensities, one should not expect

much success from traditional, image-processing approaches to pattern recognition.

Approaches based on the simplest techniques, e.g., thresholding, are not even at-

tempted. More sophisticated approaches with simple statistical models, e.g., constant

Rayleigh statistics for a given region, have seen limited success [4, 5, 6, 7]. In typical

approaches, features are extracted from the images and then composed in some way

to form patterns. The features may be based on statistics at a pixel or texture in

a region surrounding a pixel. Pixels are then classified and composed into patterns,

where the structure of the patterns may be constrained according to reasonable as-

sumptions about some basic properties, e.g., smoothness of a border. The simplicity

of these approaches could make them valuable in some situations. In most ultrasonic

images, however, the combination of varying speckle texture and intense, coherent

echoes that are sensitive to the angle of insonification, will cause extracted features
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and composed patterns to vary significantly regardless of the level of sophistication

used to represent them. As a result, the traditional approaches are only moderately

effective for such highly variable images.

In addition, the lack of a deep, underlying framework to approaches such as

these can leave one with little understanding of the failures and successes of the

approach or of the underlying problem. Modifications must be made according to

intuition, are usually ad hoc, and must be judged purely by their effects on the

solution, i.e., in a manner external to the problem. Assessment of the success of an

approach is typically based on empirical data for lack of an underlying framework in

which to couch the evaluation. Further, without a solid framework, the understanding

afforded by such approaches has little carryover to similar problems.

Recently, Bayesian methods based on Grenander’s pattern theory have demon-

strated great potential in a variety of image analysis problems [8, 9, 10]. This approach

combines explicit, detailed representations of structure shape with physically-based

models for the image data. For a given structure, shape is represented with a template

model and probabilistic models for its possible variations. Estimates of shape from

a new observation employ an a priori probability density function, a probabilistic

model for transformations of the shape, and a data likelihood, a conditional density

representing the image data for a given shape (specified by a transformation from

the template). Standard statistical estimation techniques, e.g., maximum likelihood,

minimum-mean-squared-error, etc. can then be used for inference. Such a rigorous,

probabilistic representation for shape often requires difficult mathematics as seen in

the literature [8, 9, 10]. Given these results, though, the approach can be applied to

any image analysis problem with appropriate shape constructs and an image model.

Application of these methods to ultrasonic images, thus, requires a probabilistic

model describing the ultrasonic image data as a function of structure shape. For

use in analysis of ultrasonic images, a probabilistic image model must accurately

represent the variation of image intensity given only the gross surface shape. Since

characteristics of the imaging system and surface microstructure both influence the

image, the effects of these characteristics must be inherent within the model.

Many probabilistic models have already been developed for representing ultra-

sonic image data [11, 12, 13, 14, 15, 16, 17]. These models are based on a random walk

representation of scattering that is intractable except under special circumstances. As

a result, researchers have neglected the influence of such complicating factors as the

system point-spread function (PSF) and the shape of underlying structure. For the
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traditional purpose of characterizing the tissue microstructure, useful results may be

achieved under these assumptions. Studies have shown, though, that data statistics

can vary significantly from predicted distributions due to many factors, including the

PSF [16, 17]. Regularity in tissue structure is also known to affect the statistics of

scattering data [18]. A treatment incorporating the PSF has been developed for the

one-dimensional (1D) case [17], although the exact solution is non-trivial, requiring

intensive Monte Carlo simulations.

1.2 Objectives and Contributions

In the substantial literature on probabilistic ultrasound models, no comprehensive,

pixel-based model exists that incorporates the system characteristics, tissue micro-

structure and gross shape. This dissertation comprises a significant step towards such

a model, developed in detail for the surface aspect of gross shape. The objectives of

this work were as follows.

1. To develop a physical model for image formation, including the effects of sur-

face shape and microstructure, and characteristics of the imaging system. The

physical model forms the basis for simulating individual images and the math-

ematical basis for the other objectives.

2. To develop methods for computing amplitude statistics at each pixel. Pixel-

based statistics, the amplitude mean and variance, represent variation at each

pixel and permit the construction of a likelihood model.

3. To develop a likelihood image model conditioned on shape. The likelihood

model permits inference of the underlying shape using statistical estimation

techniques.

4. To investigate the applicability of the image model to inference of shape. The

data likelihood is used, in conjunction with nonlinear optimization approaches,

for an algorithm designed to find the maximum likelihood estimate of vertebral

pose for registration.
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1.3 Organization of Dissertation

The previous objectives has been investigated in the context of ultrasound-based

registration of the spine for image-guided surgery and delivery of radiosurgery. In

Chapter 2, this application is dicussed, along with methods for data collection that

will be used throughout the dissertation. Chapter 3 covers background on pattern

theory and model-based image analysis. In Chapter 4, a physical model for ultra-

sonic imaging systems is derived, and relevant literature is reviewed. In chapter 5,

a discrete-scatterer model for tissue is presented to complete the physical model for

image formation. The basis for computing pixel-based amplitude statistics is devel-

oped for a 1D, axial image model in Chapter 6. In Chapter 7, methods for computing

pixel-based statistics are developed that employ a locally planar approximation to

the surface. This method, and another approximation based on direct calculations

from the surface model, are investigated in Chapter 8. A data likelihood constructed

from the pixel-based statistics is used in Chapter 9 in an investigation into the use

of nonlinear optimization techniques for maximum likelihood estimation of vertebral

pose. The dissertation concludes with Chapter 10, covering the image model and its

possible impact on clinical and research directions within ultrasound.
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Chapter 2

An Application in Spinal

Registration

One motivation for this work comes from treatment guidance applications for the

spine. The application serves as more than motivation, though. The treatment guid-

ance environment also supplies nearly all the methods for data collection, including

CT scans, cadaveric vertebrae, registration techniques, methods for constructing sur-

faces, and equipment and methods for tracking the ultrasonic image plane. The spinal

vertebrae, the anatomical structures of interest in the application, provide a good test

medium for the image model because of their extreme curvature. An image model

that accurately represents the sensitivity to their intricate features should fare well

in application to simpler structures.

2.1 Computer-Assisted Treatment of

Spinal Disorders

In the human body, the spine plays the vital role of protecting the spinal cord, the

center of control for nearly the entire body. Disorders of the spine, from degenerative

disease to spinal trauma, can distort the normal spine and cause difficulties from

mild discomfort to paralysis and complete loss of musculoskeletal function [19]. For

many conditions, surgery is a primary treatment option in the form of stabilization of

the spine, correction of deformity, or decompression of neural tissues. By its nature,

surgery is invasive and includes risks of further damage to vital tissues. Exposure is

necessary not only for access to the tissues but also for navigational purposes, allowing
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the surgeon to see into the body. Improvements in surgical techniques and equipment

often involve reducing invasiveness, increasing navigational capacity or both.

Technological advances have greatly improved the means for navigation and,

at the same time, have allowed less invasive procedures to enable surgeons to produce

better outcomes in less time with more accuracy [20]. The surgical microscope, pop-

ularized in the 1970s and widely used today, produces high-resolution video images

of the anatomy that allow the surgeon to operate on a small scale. The surgical

endoscope, an optical instrument that can be inserted into the body through a small

incision, provides video of the internal anatomy for navigation. Medical imaging de-

vices such as CT (Computed Tomography) and MRI (Magnetic Resonance Imaging)

produce detailed images of the patient anatomy that allow the surgeon to visualize

structures and relationships directly, e.g., the pedicle and adjacent bony structures

in the vertebra, instead of having to rely on general knowledge about those relation-

ships. These detailed images are also used in two of the latest fields of navigational

technology, image-guided surgery and stereotactic radiotherapy [20, 21, 22].

In image-guided surgery, volumetric CT or MR images are interactively dis-

played to show positions of surgical instruments for navigational assistance. Instru-

ment position is tracked using spatial localization technology and displayed on or-

thogonal and 3D images as shown on the left in Figure 2.1. The images are used

in visualization of structures, planning of the procedure, and intra-operative guid-

ance. On the right in Figure 2.1, a complete system for image-guided surgery is

shown, including workstation, surgical instruments and a spatial localization system.

In this system, an electro-optical camera array is used to track individual infra-red

LEDs with sub-millimeter accuracy. By attaching LEDs to instruments, the positions

and trajectories of those instruments can be monitored and displayed on images as

in Figure 2.1. Use of these techniques is becoming common in cranial, spinal and

orthopedic procedures and is expected to result in increased accuracy and reduced

invasiveness [20, 23].

Similar technology is used in planning and guidance for stereotactic radio-

surgery and radiotherapy [21, 22]. Radiation beams can be guided with accuracy

of less than one millimeter to targets precisely identified on volumetric CT or MR

images. Malignant tumor tissue is affected more deeply than normal healthy tissue,

and successful treatment of disease can be achieved through a single, high-powered

dose to a small target (radiosurgery) or through repeated, fractionated doses to a

larger target (radiotherapy).
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Figure 2.1: Components of an image-guided surgery system. On the left is a typical
display of a spinal CT data set showing the position of an instrument on images in
anatomical planes and on a 3D model. Clockwise from the lower left, the windows
are the 1) axial, 2) coronal, 3) sagittal planes, and 4) a 3D rendering of the verte-
brae. The position of the pointer in the 3D model is indicated by the crosshairs in
the anatomical planes. The image on the right shows the physical components of the
system: workstation, electro-optical camera array for instrument localization, mod-
ified surgical instrumentation (and lumbar phantom). Images courtesy of Surgical
Navigation Technologies, a subsidiary of Medtronic, Inc.

A surgical example involving the surgical placement of screws into the ver-

tebral pedicle illustrates some of the benefits of image guidance technology. Spinal

instability is commonly corrected through a spinal fusion, in which two or more ad-

jacent vertebrae are fused together. In the posterior surgical approach, i.e., approach

from the posterior side, the vertebrae are exposed as shown on the left in Figure 2.2.

The goal of the surgery is to place a bone graft between the vertebrae as shown in

the center diagram of Figure 2.2. The graft grows over time to unite the vertebrae

and stabilize the spine. Spinal implants, e.g., metal hardware consisting of screws

and plates, are installed to immobilize the vertebrae during the healing process to

increase the chances of a successful fusion. On the right of Figure 2.2, screws are

shown installed in adjacent lumbar vertebrae through the pedicles and into the verte-

bral bodies with additional hardware securing the vertebrae. The implants can cause

complications by interfering with neural tissues [19]. In a traditional open procedure,

as in Figure 2.2, the surgeon must blindly determine the trajectory and distance

for screw placement based on general knowledge of relationships between the pedicle

and adjacent structures. Judgement errors within one or two millimeters can place
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the screw in contact with sensitive nerves and arteries or possibly even fracture the

vertebra [23, 24].

Figure 2.2: Open, posterior exposure of the spine (left), bone grafting (center), and
placement of pedicle screws (right). All muscles on the posterior aspect of the verte-
brae are scraped away from the bone and retracted to expose the vertebral column.
Bone harvested from transverse processes is placed between the vertebral bodies and
between spinous processes. Screws are shown inserted through pedicles and deep into
the vertebral bodies for securing fusion by the bone graft. From Esses, Textbook of
Spinal Disorders.

The surgical endoscope, the optical instrument that allows video of the internal

anatomy through a small incision, has provided the initial means for enabling min-

imally invasive spinal fusion [25, 26]. Bone grafting in the intervertebral spaces can

be accomplished without a complete posterior exposure using endoscopic guidance.

Screw placement still presents a danger since the entire pedicle cannot be visualized

with the endoscope alone. Image guidance technology allows the surgeon to precisely

plan and guide screw placement through the pedicle and into the vertebral body using

patient-specific anatomical data from the volumetric images. A posterior exposure

is still required, however, for image registration, the process of spatially relating the

images and the patient.

Image registration is required for both surgical guidance and delivery of radia-

tion treatment. Registration is typically achieved by identifying corresponding land-

marks in the images, via the workstation, and on the patient, using a probe tracked

by the localization system [3, 23, 24]. In radiation treatments, this is accomplished

with a stereotactic frame that is rigidly attached to the vertebrae. The CT scan is

taken after the frame is attached, and landmarks on the frame are then easily identi-

fied in images and directly on the frame. In surgery, images are registered to a single

vertebra using anatomical landmarks on the vertebra. Identification directly on the

vertebra requires a traditional posterior exposure. The exposure process is lengthy
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and significantly increases recovery time and pain for the patient beyond that nec-

essary for hardware placement and bone grafting. A minimally-invasive registration

procedure could improve surgical efficiency and reduce patient difficulties.

The accuracy of a registration is crucial for determining its applicability in

a given procedure. For example, the number of complications occurring with screw

placement increases with the uncertainty in registration. In this procedure, registra-

tion accuracy on the order of one to two millimeters, typically defined as the maxi-

mum translational error within some region of the target point, is generally considered

necessary to justify the use of image guidance equipment [27]. Algorithms for regis-

tration based on landmarks are listed in [3]. Landmark-based techniques are limited

in spinal registration because of ambiguity in identifying specific landmarks on the

vertebra. Currently, a surface-based refinement of the landmark-based registration

procedure is used that results in improved accuracy, but no reduction in exposure.

Given an approximate landmark-based registration, a set of vertebral surface points

(with no corresponding landmarks in the image set) are matched to a surface model

of the vertebra to refine the registration [3, 28, 29]. The accuracy achieved by this

method is the standard by which any minimally-invasive registration procedure must

be judged. Any loss in accuracy must be weighed against the reduction in exposure

that is achieved.

2.2 Ultrasound-based Non-invasive Registration

The use of ultrasound as a means for achieving non-invasive spinal registration was

introduced in 1993 with results on a spinal phantom [1]. Later results include pre-

liminary studies on clinical data [2]. Any localization system can be used to track an

appropriately modified ultrasound probe and, thus, the associated image plane. By

scanning the spine with such a probe, vertebral landmarks and a set of surface points

can be identified on the patient via the ultrasonic images to achieve a completely

non-invasive registration [1, 2, 27]. Other possibilities for non-invasive registration

include the use of fluoroscopy data and are listed in [27]. The primary advantage of

ultrasound over fluoroscopy is the lack of ionizing radiation. The use of fluoroscopy

exposes the patient to additional risk and increases the time required for a procedure

because the surgical staff must leave the room during the exam or be exposed to the

radiation.
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While ultrasound has been used successfully on phantoms and clinically to non-

invasively register the spine, many issues must be resolved before such a registration

can be safely used in guiding a surgical procedure. The accuracy of the technique

is currently being investigated in clinical studies using manual interpretation of the

ultrasonic images and currently available registration techniques. Even if accuracy

requirements can be met, use of the technique will be limited by the experience

required by the operator and the time required to interpret the images. Applicability

would be greatly enhanced if the technique could be partially or fully automated,

reducing the necessary time and user expertise.

Ultrasound images are inherently difficult to interpret due to low contrast reso-

lution for many tissues, a relatively poor signal-to-noise ratio due to depth-dependent

attenuation, and textural representations of tissue regions that may appear nonsen-

sical to an inexperienced observer. Ultrasound images of the spine are no exception

and may be arguably worse. The images exhibit a high degree of variability due

to imaging mechanisms and anatomical variation. Images vary substantially with

the scanning angle of the probe due to the angle-dependent intensity and texture

of scattering from the vertebral surface. The signal-to-noise ratio varies with tissue

composition due to depth- and tissue-dependent attenuation of the ultrasonic pulse

used to interrogate the tissue. The interface between fat and muscle layers causes fur-

ther image degradation due to phase aberration, distortion of the insonifying pulse,

a problem that has been studied extensively in abdominal imaging [30]. Vertebral

shape and the composition of fat and muscle tissue vary significantly both along the

spine of an individual and from person to person at a given spinal level, increasing

the variability beyond that attributable to modality-dependent factors. These prob-

lems of image variability combine to make both acquisition and interpretation of the

images difficult without substantial operator expertise and, thus, complicate the task

of registration with ultrasound.

A small sample of the image variability is shown in Figures 2.3, 2.4, and 2.5.

The images shown were acquired from a spinal-fusion patient. The ultrasonic images

are displayed with corresponding CT images of the same anatomical regions, which

are constructed based on the results of a manual registration. The ultrasonic image

in Figure 2.3 was acquired in the sagittal plane centered on the spinous process of L2,

the second lumbar vertebra. In this image, scattering from the surface of the spinous

process is relatively simple to identify, although identifying precisely which pixels

actually lie exactly on the surface of the process is not trivial. Figure 2.4 is another
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image acquired in the sagittal plane but at an oblique angle to the cross-section of the

vertebral surface shown in the corresponding CT image. Scattering from the surface

exists in this image but is undetectable even for an expert operator. In Figure 2.5, the

image was again taken in the sagittal plane but approximately normal to the surface

of the two articular processes that can be seen in both images.

Figure 2.3: The image on the right is an ultrasonic image of the spine in the sagittal
plane with the spinous process centered. The image on the left is a CT image of the
same anatomical region. Image height and depth are 5 cm each. The top of the image
is posterior; the bottom is anterior.

Figure 2.4: The image on the right is an ultrasonic image of the spine in the sagittal
plane with little or no vertebral surface scattering immediately apparent. The im-
age on the left is a CT image of the same anatomical region. The image size and
orientation are the same as those in the previous image.
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Figure 2.5: The image on the right is an ultrasonic image of the spine in the sagittal
plane at the level of the articular processes. The image on the left is a CT image of
the same anatomical region. The image size and orientation are the same as those in
the previous image.

2.3 Problem Definition: A Vertebra In Vitro

Clinical spinal registration is a worthy goal but a substantially difficult one. A com-

plete development of algorithms for spinal registration is beyond the scope of this

work, and the intent here is focused as much on an understanding of shape in ul-

trasound as the actual implementation. With this in mind, the application in this

dissertation has been limited to registration of a single vertebra from images obtained

in vitro. This much simpler problem isolated the fundamental issues regarding repre-

sentation of surface shape by removing additional complexity associated with the in

vivo environment. The image characteristics of the vertebral surface are quite similar

for images obtained in vivo or in vitro, with the exception of the contrast to the

surrounding medium. For example, Figure 2.6 shows a sample in vitro image with

the associated image plane displayed on a rendering of the vertebra. The image con-

tains the same mix of speckle texture and coherent echoes as clinical images, where

echoes are coherent only for regions where the surface normal is orthogonal to the

axial image direction.

In vitro vertebral images are used throughout the dissertation. The actual

images are used primarily to verify the physical model of image formation (Chapters

4 and 5) through a visual comparison of actual images to images simulated using the

model. Further development of the image model employs simulated images primar-

ily. A set of simulated images is used for testing inference algorithms, although the

potential for application to actual images is also investigated.
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Figure 2.6: Sample in vitro image of a cadaveric vertebra. The speckle texture on
the left is from the facet joint. Coherent echoes are from the lamina (center) and the
inferior articular process (top of the peak on the right).

2.4 Methods: Data Collection

Data collection employed several tools from the image-guided surgery equipment.

In addition to the following items, software from the StealthStationTM treatment-

guidance platform from Surgical Navigation Technologies was used extensively for

analyzing and visualizing clinical and experimental data. The associated treatment-

guidance platform was also used for registration of phantom and images. An ex-

perimental phantom was constructed as shown on the left in Figure 2.7, containing

a cadaveric L4 vertebra. The phantom was scanned with a CT imaging system to

produce an image volume from which the vertebra could be segmented, allowing the

construction of a triangulated surface. A rendering of that surface is shown on the

right of Figure 2.7. The ten aluminum spheres mounted on the outside of the phan-

tom allowed for registration of the physical phantom to the CT images and, thus, the

surface.

Ultrasonic images were acquired using an imaging system from the Tetrad

Corporation with a model 6C, 128-element, linear array transducer. Focus for the

transducer is fixed in the elevation dimension and electronic in the lateral dimension.

Relevant specifications for the transducer include a center frequency of 6.0 MHz and

elevation focus at 33 mm. Based on information from the manufacturer, beam width

is approximately 1.0 mm in the lateral direction throughout most of the image and

approximately 3.0 mm in the elevation direction (at a depth of 40 mm). The imaging

system used was chosen largely because of its availability through collaborators of

the authors. From the standpoint of investigating the proposed models, however, the

transducer design and operation are representative of conventional imaging systems.
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Figure 2.7: Cadaveric vertebra phantom (left) and rendered surface (right). The
phantom contains a cadaveric lumbar (L4) vertebra, constructed to allow registration
of CT images, triangulated surface representation, and ultrasonic images. On the
right is a rendering (side view) of the triangulated surface representing the vertebra
in the phantom of the previous figure.

The ultrasound probe was modified to allow tracking with an optical local-

ization system. The accuracy of using this method to track the position of objects

identified in the ultrasonic image was measured to be approximately 2 mm, which is

roughly in agreement with other published results [31]. By tracking the probe with

the same system used to register the phantom and CT images, the ultrasonic images

were acquired in known relation to the surface model, allowing for a direct comparison

between simulated and actual images. A sample actual image is shown in the left of

Figure 2.6.
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Chapter 3

Pattern Theory and Model-Based

Image Analysis

3.1 Pattern Theory

Pattern theory is “a way to approach patterns through a mathematical formalism, a

way of reasoning about patterns” [32]. The work began in the late 1960’s by Grenan-

der and continues today with additional researchers [8, 33]. From [33], the basic

objectives of pattern theory are: 1) the creation of mathematical representations in-

tended for representing and understanding patterns both natural and man-made, 2)

mathematical analysis, including statistical inference, of the resulting representations,

and 3) development of particular applications with implementation of the underlying

structures. An underlying tenet is that truly complex structures require complex

and detailed representation. This is in contrast to other theories, e.g., fractal theory,

which build apparent complexity from simple structures.

Pattern theory is based on an algebra of patterns designed specifically for the

aforementioned objectives. Consequently, the application of fields such as geometry,

topology and probability theory to the pattern representations provide a deep, rich

and robust theory for representation and inference on patterns in widely varying

circumstances. A fundamental and powerful notion within pattern theory is the

representation of patterns via deformable templates. Equivalence within a class of

shapes is defined by a similarity group, a group of transformations which deforms

any shape in the class to any other shape in the class. A set of equivalent shapes
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can then be completely represented by any element of that set, a template, and the

similarity group. This notion is made formal in [32, 33].

The deformable templates approach is powerful for two significant reasons.

First, any knowledge about the class of shapes can be stored in the template and

mapped to any other shape via a transformation. Second, inference on the shape

of an object can be formulated as estimation of a transformation, a space of much

smaller dimensionality than the shape itself for complex structures. Restrictions can

be placed on the shapes more naturally through their variation than on the shape,

including probabilistic variation. Successes have been made in many applications

in diverse fields such as neuroanatomical variability, Automatic Target Recognition

(ATR) and language modeling [8, 9, 34, 35, 36, 37, 38].

One very successful application of pattern theory has involved the development

of a neuroanatomy atlas[8, 9, 37]. Transformations are constrained deterministically

to preserve anatomical topology and probabilistically to prefer variation according to

elastic and fluid models of movement. Using these constraints on variation, a template

volume of Magnetic Resonance (MR) images is deformed to match an MR volume

of an individual. In combination with the deformation, knowledge about anatomical

structures in the template, e.g., identification of structures such as the ventricles and

major nuclei, is inherent in the deformed volume. Detailed surface representations,

which can be well-represented in both form and variation using pattern-theoretic con-

structs, can be identified automatically for an individual once constructed for the tem-

plate volume [36]. By deforming several brains, researchers have been able to study

the variability of the human and monkey brain and the associated neuroanatomical

structures [36, 39].

In Automatic Target Recognition (ATR), researchers have used pattern theory

to develop a Bayesian framework for inference on scenes involving variation in target

type, pose, and number [8, 35, 40]. Templates consist of detailed models constructed

for individual targets such as specific aircraft and tanks which could potentially be

part of the scene. Individual target pose is represented by a rigid transformation in

two or three dimensions depending on the whether the target is land- or air-based.

Fundamental within this framework are methods for searching the parameter space

which incorporate the geometric properties of the Special Euclidean group, SE(3),

the group of rigid transformations [10, 35]. The Bayesian framework also allows

observations from multiple sensors to be incorporated naturally.
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In another biological application, a pattern-theoretic framework was used to

identify mitochondria and membranes in electron micrograph images of cardiac muscle

cells [8]. A scene representation similar to that used in ATR was used to represent the

number and types of structures. In these images, the interiors of the mitochondria

are distinguished by a texture that differs from the rest of the structures in the cells.

Markov random fields, a common choice for texture representation, were used to

represent the interior of the mitochondria. The Bayesian problem formulation again

supports this probability structure naturally.

The relative complexity of representations in pattern theory are both the cost

and value of the approach to inference. The advantage over traditional image process-

ing approaches is the framework which combines representation of the underlying

structure and observations in the form of images. In a specific application, an ap-

proach can be made simpler or more complex while remaining within the framework.

Inference problems which are formulated in Bayesian terms can be extended to in-

corporate probabilistic sensor models, and variations in image representation such

as texture and intensity can also be accommodated naturally within the Bayesian

formulation. Through a fundamental understanding of the underlying structure and

the mechanisms of image formation, the framework allows an approach to inference

which can accommodate a broad range of complexity in solutions to a problem.

3.2 Relevant Constructs

3.2.1 Surfaces

The pattern-theoretic, or model-based, approach to recognizing surfaces in ultrasonic

images requires two mathematical structures involving the template: 1) a represen-

tation for the surface, and 2) a class of transformations that can be applied to the

surface. For the scope of this work, the surface representation requires local surface

geometry and practical means for computational implementation, while transforma-

tions have been limited to rigid-body transformations since the image model is of

primary interest. Ultimately, higher-dimensional transformations will be desired, and

the triangulated-mesh representation used in pattern theory work [36] satisfies our

surface needs without introducing unnecessary computational burden.

Observations of the template are described in the pattern-theoretic approach

via a physically-based data model. The data model forms the data likelihood for use
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in inference, where patterns are estimated as transformations acting on the template

structures. This dissertation focusses primarily on a data model for ultrasonic images,

but the context for that model is its application to inference of underlying gross

structure. Performance in inference is, thus, the target for all developments and the

basis for quantitative analysis.

Representation

Mappings, typically defined [41] as functions from IRn to IRm, form the basis for both

the surface representation and the transformations that act on the surfaces. Surfaces

will be required both for modeling the tissue surface and for modeling interactions

with the system point-spread function (PSF). For the PSF, a simple representation

will be sufficient where the entire surface can be parametrized by an analytic function,

r(u, v). In this case, the mapping is of the form r : A→ IR3 where (u, v) ∈ A ⊂ IR2.

Tissue surfaces require a more arbitrary structure, and a similar but more general

class of surfaces is required, with its definition based on local mappings, or patches,

defined for all points in the surface.

For the arbitrary surface, the local mappings represent local variations in the

shape properties, e.g., various forms of the surface curvature. Such properties are

denoted shape because they represent the surface in such a way that it is invariant to

rigid transformations. In this work, the important aspect of the surface representation

is that it includes local surface characteristics and permits computation. In applying

the image model to higher-dimensional transformations, it will be significant because

it provides a basis for describing variation of the surface in the deformable templates

approach [42]. For a thorough, mathematical description of this differential-geometric

representation for surfaces, see, e.g., [36, 41, 43, 44].

Computing with the Triangulated Mesh

Following Joshi, et al, [36], the triangulated mesh has been chosen as the discrete

surface representation to use for computing. The representation consists of a set

of Nv vertices, {vi ∈ IR3, i ∈ [1, ..., Nv]}, which are simply points in IR3, and a

set of Np triangles, {pi = (v1,v2,v3),vj ∈ [1, ..., Nv] , i ∈ [1, ..., Np]}, where each

triangle connects three vertices. In addition to vertices and triangles, the local surface

geometry, up to a quadratic approximation, can be derived from the triangulated

mesh [36, 45]. At any vertex, or over any triangle, the normal to the surface can be
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estimated quite easily. In this work, the vertices and triangles have been used, as well

as the normals. Future work could include application of the curvature, information

that is already used in applications of pattern theory to shape analysis [36, 44].

In this work, triangulated mesh representations were generated from CT vol-

umes using an implementation of the Marching Cubes algorithm [46], with the im-

plementation developed by Sarang Joshi and the IntellX Corporation. Spinal CT

volumes were segmented by hand, indicating the interior of the desired vertebra. Ap-

plication of the Marching Cubes algorithm produced the vertices and triangles of

the triangulated mesh. A sample rendering of a triangulated surface generated for a

cadaveric vertebra is shown in Figure 3.1. Generated surfaces were verified visually

using additional software from the IntellX corporation showing contours of the surface

overlaid on the original CT images.

Figure 3.1: A rendering of a triangulated surface created using the Marching Cubes
algorithm for a cadaveric vertebra.

3.2.2 Rigid transformations

From the classes of transformations that could be applied to the surface in inferring

its shape, this investigation has been confined to the relatively simple rigid transfor-

mation since the image model is of primary interest. There are many ways to define

rigid transformations, see, e.g., [47, 48], but essentially these transformations define

distance-preserving motion of an object. For the purposes of this work, it will suffice

to consider rigid transformations as the composition of a rotation and a translation.

Formally, rigid transformations form the special Euclidean group, SE(3), a mathe-

matical structure offering advantages in certain instances. These advantages are more
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relevant to other recognition work that is more theoretical and mathematical in na-

ture. The interested reader is referred to [10, 35] for a detailed description and other

references.

Consider first the group of rotation matrices, the set of matrices R such that

RtR = I. Any rotation matrix can be conveniently constructed from rotations about

the coordinate axes, Rx,Ry,Rz, with rotations of θ, φ and ψ about the x, y and z

axes, respectively,

Rx =



1 0 0

0 cos(θ) sin(θ)

0 − sin(θ) cos(θ)


 , (3.1)

Ry =




cos(φ) 0 sin(φ)

0 1 0

− sin(φ) 0 cos(φ)


 , (3.2)

Rz =




cos(ψ) sin(ψ) 0

− sin(ψ) cos(ψ) 0

0 0 1


 . (3.3)

Translations are simply vector addition, i.e., translation by t ∈ IR3 is defined as

y = x + t.

Any rigid transformation can then be represented in terms of a rotation, R,

followed by a translation, t. The transformation T = [R, t] is defined here as a

mapping T : IR3 → IR3 acting on points x ∈ IR3, as

T (x) = Rx + t. (3.4)

Transformation of a set of points is defined as the set of transformed points. For

example, for a rigid transformation, a transformed surface is defined by a set of

vertices resulting from the action of the transformation on the original vertices.

3.2.3 Image Models

Inference with the pattern-theoretic approach requires a probabilistic model for ob-

servation data given a transformed version of the template. Observations typically

comprise massive amounts of data, e.g., a set of images, thus success in inference

depends on an efficient but accurate representation of the data and its dependence
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on the transformed template. For any imaging system, probabilistic models allow a

natural and convenient representation.

Probabilistic descriptions of image data are multi-dimensional stochastic processes,

typically called random fields [49]. In this work, we are interested in the data likeli-

hood, i.e., the joint probability density function, p(x1, x2, . . . , xN |h), conditioned on

the template transformation, h, over all image samples, x1, x2, . . . , xN . For the large

amount of data forming any image, simplification of the joint density is required,

thus, in any random field model, some assumptions must be made about neighbor

independence. Neighbor properties of the one-dimensional Markov process have been

extended to 2D random fields and have received considerable attention because of

their relative simplicity in representing local texture [50]. Given the importance of

speckle texture in ultrasonic images, Markov random fields could be a wise area to ex-

plore. Such application was beyond the scope of this work, however, and in the image

model developed in later chapters, neighboring pixels will be assumed independent.

In the neuroanatomy textbook work [9, 37, 42], a simple additive Gaussian

noise component was sufficient for modeling variation in MR images. Images of any

brain were assumed to vary only by transformation of the underlying anatomy and

Gaussian noise. As a result, the likelihood is simple to compute for any transformation

of the anatomy. The details can be found in [37], but the relevant result is that

these assumptions produce a log likelihood that can be reduced to the square of

the difference between the observation image and the transformed template image.

Unfortunately, the sensitivity of ultrasonic images to many underlying factors means

that a much much more sophisticated image model is required.

3.2.4 Inference and Nonlinear Optimization

Representation of the image data with a probabilistic model permits couching in-

ference of shape as an estimation theory problem. Any of the common approaches

(Maximum Likelihood (ML), Maximum a Posteriori (MAP), Minimum Mean-Squared

Error (MMSE)) can be taken to achieve various objectives. For instance, an a priori

probability describing the relative likelihood of various transformations could be in-

corporated in the MAP approach. For likelihoods that are non-smooth, the MMSE

estimate, or conditional mean, may give good estimates. A procedure for finding

the MMSE estimate based on stochastic flows on SE(3) is given in [10]. In this dis-

sertation, the emphasis is on the image model rather than techniques for inference,
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thus the ML estimate is used because of its simplicity, i.e., no prior is used as in the

MAP estimate, and no integration is needed as in the MMSE estimate. The specific

inference problem of interest here was to find an ML estimate of the pose given some

close initial guess.

For the purposes of investigating the applicability of the image model to in-

ference of shape, the mature field of nonlinear optimization [51, 52] was sufficient.

Important issues in optimization involve the differentiability and convexity of the

objective function (for an ML estimate, the log likelihood is the objective function).

These properties are important because bounds and results can be given under circum-

stances where differentiability and convexity can be shown explicitly. The complexity

of the computations for the image model preclude the development of any theoretical

proofs regarding these properties, but practical and computational exploration of the

smoothness and convexity have guided the development of the algorithms.

The optimization algorithms of interest are the well-known, derivative-based

versions, such as the gradient ascent and quasi-Newton algorithms. In these ap-

proaches, an iterative two-step algorithm is followed, where the first step at each

iteration involves determining a direction to search, and the second step involves a

one-dimensional search along that direction to find a maximum.

In general, the algorithm proceeds as follows for objective function f(x), x ∈
IRn:

1. Choose an initial guess, x0.

2. For iteration k,

(a) Find a search direction, pk.

(b) Search along pk to maximize f(xk + αpk),

αk = max
α∈IR

f(xk + αpk) (3.5)

xk+1 = xk + αkpk. (3.6)

3. Continue until convergence criteria are met.
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Direction-finding

In derivative-based algorithms, first- and/or second-order derivative information is

used to find a search direction. The algorithms are based on first- or second-order ap-

proximations to the objective function under a Taylor series expansion. The gradient-

ascent, or steepest-ascent, algorithm uses the gradient as the direction, pk = ∇f(xk),

because it is the steepest direction at the current estimate. The approach is relatively

simple and straightforward to implement, but it tends to suffer in later stages of the

algorithm due to zigzagging and other problems [51, 52]. To improve performance,

Newton’s algorithms use the Hessian matrix, H(xk), of second-order partial deriva-

tives, Hi,j = ∂2f(xk)

∂x(i)∂x(j) , to deflect the gradient direction, pk = H−1(xk)∇f(xk), improv-

ing convergence rates significantly under appropriate conditions such as a quadratic

objective function. For practical situations, several problems occur with using the

actual Hessian matrix. For instance, inversion of the Hessian can be computationally

difficult for problems with a large number of variables. In practical computations,

the Hessian can become ill-conditioned, possibly allowing the deflected gradient to

produce a decreasing, rather than increasing direction. Such difficulties are exacer-

bated in problems where significant computation and approximation limit accuracy

in computing the objective function.

Several algorithms exist that use an approximation to the inverse of the Hessian,

allowing for a computationally efficient approach that maintains the requirement of a

positive-definite Hessian. These algorithms are termed quasi-Newton algorithms and

build up second order information about the objective function using the gradient cal-

culation at each step. The approximation is built to maintain positive-definiteness,

and computational burden is eased since the matrix is built from gradients computed

at each iteration. Among the many approximations that exist, one developed inde-

pendently by Broyden, Fletcher, Goldfarb and Shanno (the BFGS approximation)

has been shown in many circumstances, both theoretical and practical, to be the best

general choice for nonlinear optimization [51, 52]. The equation for the update offers

little insight into the algorithm, thus the interested reader is referred to [51, 52] for

further information.

While the algorithms have a sound theoretical basis and have been very useful

in many applications, implementation is usually difficult in engineering problems [52],

especially those with objective functions requiring extensive computations. For cases

when the gradient cannot be computed analytically and must be approximated using
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a finite difference approach, special care must be taken in choosing the finite differ-

ence interval and form (forward, backward or central difference). Gill, Murray and

Wright [52] suggest several practical methods for estimating the optimal interval size

and finite difference form and strongly recommend re-evaluation of both at various

stages of the algorithm. In the end, an optimization algorithm may require several

internal checks and modifications to perform well consistently.

Line search

Given a search direction, a step size is determined in a one-dimensional optimization

along the search direction. The accuracy and computational demands of the line-

search method can greatly affect the accuracy and convergence of the overall optimiza-

tion algorithm. Approximate line searches, e.g., Armijo’s inexact line search [51, 52],

provide nearly optimal solutions at low computational cost. Some algorithms require

exact solutions to the line search for various reasons [51, 52], though, despite the

increased computational cost. For a survey of line search algorithms see, e.g., [51, 52]

with practical implementation covered more thoroughly in [52]. Of practical impor-

tance, choices such as a maximum and minimum step size can have a significant

impact.

Convergence criteria

Criteria for stopping the algorithm and claiming success are also based in theory with

some relatively ad hoc practical requirements. Theoretically, the following conditions

should hold at a solution, x̂:

1. The gradient is zero, ∇f(x̂) = 0.

2. Change in the objective function is very small, f(xk)− f(xk−1) ≈ 0.

3. Step size is very small, αk ≈ 0.

In practice, convergence criteria depend on several factors, and these three criteria

must be approximations with limits adjusted for the specific problem. The interested

reader is referred to [52] for insights into successful practical implementation.

In the end, optimization algorithms, while intuitively straightforward and the-

oretically attractive for certain cases, demand a moderate amount of fine-tuning for

success in a practical setting. The amount of tuning can be expected to be espe-

cially high when the objective function requires relatively complicated computations.
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Finally, this high sensitivity to details in computation of the objective function mo-

tivate a solid theoretical and computational basis for any developed image model to

maximize the potential for successful inference.
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Chapter 4

Ultrasonic Imaging

Ultrasonic imaging has been and continues to be an intensive area of research. While

no single model previously existed for meeting the objectives of this dissertation,

much of the research is relevant. In this chapter, relevant research is reviewed in the

context of developing a physical model for image formation from the point of the

imaging system. A tissue model for surfaces will be derived in the next chapter. The

objective of the system model is a model that is based on fundamental principles and is

general enough to describe the wide variety of commerical ultrasonic imaging systems.

In addition, the model must be flexible enough to allow a range of sophistication

in describing both the effects of system and tissue. The model should provide an

intuitive, qualitative description of the system operations as well as a mathematical

foundation for expansion to a probabilistic image model.

The system model is derived from basic physics in this chapter. A linear model

for imaging is derived in Section 4.1. The associated point-spread function (PSF)

description of the system is established in section 4.2. These sections are included

as background for the model used in this dissertation and as the basis for work that

could evolve from this dissertation. For readers uninterested in the mathematics and

physics, the intent of the dissertation can still be understood without careful reading

of these two sections.

In typical ultrasonic imaging systems, a focused, pulsed wavefield is transmit-

ted from the transducer to the patient, and energy is reflected back to the transducer

as shown in Figure 4.1. As ultrasound propagates through soft tissue, various acoustic

discontinuities scatter small portions of the incident wavefield. The velocity of prop-

agation ranges from 1450 to 1600 m/s in soft tissue and is slow enough to permit the

scattered wavefield to be related to depth, or range, in the medium. For example,
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assuming a speed of 1500 m/s, the time required for an ultrasonic pulse to travel from

the transducer to a depth of 5 cm (typical for scanning the spine) and back to the

transducer is approximately 67 µs. By transmitting a short-duration ultrasonic pulse

and focusing the energy along the direction of propagation, the recorded signal re-

lates directly to a thin column of tissue in the propagation direction. Cross-sectional

images are constructed by scanning the tissue region, either mechanically or electron-

ically with an array. At 67 µs round-trip travel time, a pulse can be transmitted

and received nearly fifteen thousand times in a second without interference between

pulses. For an image generated from 128 individual scan lines, over 100 frames per

second could be achieved. Typically, no more than 30 frames per second are required,

and, in array-based systems, the resulting flexibility is used to improve focus in the

image, a concept which will be addressed briefly in the following sections.
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Figure 4.1: Commercial ultrasonic imaging systems operate by sending pulses of
focused acoustic energy into the patient and recording the scattered energy received
at the transducer.

4.1 A Linear Systems Model for Image Formation

The acoustic processes of interest in this work are the transmission, propagation,

scattering and reception of acoustic energy. Refraction is also an issue but will not be

addressed. The implications of this choice are discussed later in the chapter. Equa-

tions describing the phenomena of interest are well-known and have been thoroughly

studied in many situations. In imaging, these processes are employed to form a fo-

cused image of the acoustic properties of a tissue region. In modern systems, focusing

is achieved through both fixed (lenses) and electronic (array beamforming) means.
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The system designer is concerned with forming images which optimize certain diag-

nostically useful characteristics while minimizing system cost and complexity. Precise

modeling of the resulting system can be quite complex. Consequently, the imaging

model must include tradeoffs between computational tractability and quantitative

accuracy.

The physical processes involved can be combined fundamentally into a linear

systems model for (most of) image formation, a common approach in both system

design and image analysis. In the linear systems model, the system is characterized by

its impulse response, or point-spread function (PSF), the system response to a point-

like source. The PSF provides a basis for evaluating system performance, including

important characteristics such as point resolution, signal-to-noise ratio (SNR), and

contrast resolution [53]. The PSF is also essential for analysis of images produced

by the system because it provides the basis for distinguishing characteristics of the

medium from those of the system.

In both system design and image analysis, quantitative evaluation of the PSF

is necessary. Ideally, a system would produce images for which the PSF is shift-

invariant, i.e., constant throughout the image. In practice, this goal can only be

approximately attained. Highly accurate estimates of the PSF can be found through

numerical simulation and are invaluable for validating a design. Such techniques offer

little intuition to the design engineer, though, and can be computationally intensive,

especially when analyzing the PSF over the entire image. Analytical approximations

at varying levels of simplicity are available for guidance in the design process or as a

rough approximation in analysis, but these simplifications can be grossly inaccurate

at some levels of detail. The value and limitations of these approaches to modeling

the PSF are discussed in a later section.

The treatment of image formation given here is taken from a combination of

several sources [53, 54, 55, 56, 57, 58]. The treatment includes descriptions of the

various physical processes involved in ultrasonic imaging and concludes by combining

them in a single equation describing pulse-echo imaging.

4.1.1 Propagation: The Linear Wave Equation in a Homo-

geneous Medium

Wave propagation in a fluid medium is well described by the linear acoustic wave equa-

tion, the second-order partial differential equation describing propagation of acoustic
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energy in a medium described by its compressibility, κ, and density, ρ [55]. The

equation is a result of combining linear (first-order) equations for conservation of

mass (the Equation of Continuity), conservation of momentum (Euler’s Equation)

and the equation of state which relates changes in pressure and density. The linear

wave equation has been found to be accurate in describing many of the fundamen-

tal phenomena involved in ultrasonic imaging and forms the basis of most imaging

models. The case of a homogeneous medium is discussed first, then the equation is

extended to include arbitrary acoustic sources. The two sources of interest are (1)

small scattering sources, i.e., discontinuities in the acoustic properties of the medium,

and (2) arbitrary transducer sources, which provide the insonifying wavefield.

In a homogeneous medium of compressibility, κ0, and density, ρ0, the wave

equation describing the pressure, p(r, t), as a function of time and space takes the

form [55],

∇2p(r, t)− ρ0κ0
∂2p(r, t)

∂t2
= 0. (4.1)

Pressure fields of the form, p(r, t) = f(t−ααα · r), where f(·) is any twice-differentiable

function (or signal) and α2 = ρ0κ0, are easily shown to satisfy the wave equation

(∇2p(r, t) = α2 ∂2p(r,t)
∂t2

). In this relation, ααα is termed the slowness vector as in [59]

and indicates the velocity of propagation, c0 = 1
|α| , and the direction of propagation,

ααα
α
. Note that this relation expresses the intuitive notion that as time progresses, the

signal represented by the wavefield moves, or propagates, in space. Note also that

most one-dimensional signals of interest obey the twice-differentiable requirement and

can propagate as acoustic energy in space and time as a plane wave (the term plane

wave refers to a wavefield where planes in the direction of propagation have constant

phase).

Further insight into the nature of propagating wavefields can be gained via the

superposition principle. Any sum of solutions to the wave equation is also a solu-

tion due to the linearity of the differential operators in 4.1. A medium can, thus,

support any sum of waves of the form f(t−ααα · r), and a wavefield can consist of an

arbitrary number of plane waves traveling in different directions. This result can be

expressed more simply by considering monochromatic plane waves as complex expon-

tials, Aej(k·r−ωt), where ω is the temporal frequency and k is the wavenumber vector

(amplitude is spatial frequency and direction is the direction of propagation). In this

form, ω and k = |k| are related to the velocity of propagation by the linear dispersion
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relation ω
k

= c0 (for a homogeneous, non-dispersive medium). The monochromatic

plane waves are significant because they constitute the basis for the four-dimensional

Fourier transform relationship between the space-time and wavenumber-frequency

representations of the pressure wavefield,

p(r, t) =

∞∫
−∞

∞∫
−∞

P (k, ω)ej(k·r−ωt) dk dω. (4.2)

The linear dispersion relation confines the wavenumber-frequency spectrum to the

cone defined by ω
k

= c0 in agreement with propagation according to the wave equa-

tion. The Fourier transform relationship plays a significant role in the following

development, allowing many expressions to be simplified by considering them in the

frequency domain.

4.1.2 The Wave Equation with Sources

The wave equation for a homogeneous medium gives insight into the nature of propa-

gating wavefields, but an acoustic source must be present to initiate the wavefield. In

general, two acoustic sources are of interest in this case, 1) scattering inhomogeneities

within the medium which scatter the incident wavefield. and 2) the transducer which

is used to insonify the medium. Both situations can be approached with the Green’s

function method for partial differential equations [60].

Consider a partial differential equation,

Lu(x) = f(x), x ∈ D ⊆ IRn (4.3)

with boundary conditions,

Bu(x) = h(x), x ∈ ∂D (4.4)

where L is a linear partial differential operator, e.g., ∇2 − k2, defined on a domain,

D, f(x) is a driving function, and B is an expression (possibly differential) describing

boundary conditions on the boundary of D, denoted ∂D. The Green’s function

method provides a way to turn the differential equation in u(x) into an integral

equation. The Green’s function of the operator L is a function of the form, g(x, y),
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and is a solution to the equation

Lg(x, y) = δ(x− y). (4.5)

The fundamental solution, g(x, y), is the kernel of an integral operator, L−1, that

inverts L. Assuming the operator L operates on x only and that the boundary

conditions are satisfied, the integral equation for u(x) takes the following convenient

form [60]:

u(x) = L−1f(x) =
∫

D
f(y)g(x, y)dy. (4.6)

It is easy to see that u(x) in this equation satisfies equation 4.3,

Lu(x) = L
∫

D
f(y)g(x, y)dy =

∫
D
f(y)Lg(x, y)dy =

∫
D
f(y)δ(x− y)dy = f(y).

(4.7)

The value of the approach is that given the Green’s function for a problem, the solu-

tion can be found for any driving function, f(y). Note that the integral in equation 4.6

is a superposition integral with impulse response, g(x, y).

The Green’s function for a particular problem depends only on the operator

L and the boundary conditions. The general Green’s function, G(x, y), is a sum

of g(x, y), the fundamental solution, and χ(x, y), any solution to the homogeneous

equation,

G(x, y) = g(x, y) + χ(x, y). (4.8)

It also satisfies equation 4.5 and is chosen in a specific problem to satisfy the boundary

conditions. In some cases, e.g., wave propagation, the complete integral equation

solution includes other integral terms that depend on the boundary conditions.

The Green’s function method is applied to the propagation of acoustic energy

by extending the wave equation to include a general driving function, f(r, t), some

distribution of acoustic sources, on the right-hand side of 4.1,

∇2p(r, t)− ρ0κ0
∂2p(r, t)

∂t2
= f(r, t). (4.9)

The solution is easily pursued in the temporal frequency domain. Taking the temporal

Fourier transform of equation 4.9 yields a partial differential equation of the form in
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equation 4.3 with L = ∇2 − k2,

∇2p(r, ω)− k2p(r, ω) = f(r, ω). (4.10)

The fundamental solution, gf(r, ω|r0), (known in acoustic texts as the free-space

Green’s function), is found by considering equation 4.10 with an impulsive source at

r0 as the driving function,

∇2gf(r, ω|r0)− k2gf(r, ω|r0) = δ(r− r0). (4.11)

The solution to 4.11 is a spherical pulse-wave traveling outward from r0 at velocity

c, [55],

gf(r, ω|r0) =
ejkR

4πR
, R = |r− r0|. (4.12)

Note that gf(r, ω|r0) is symmetric and spatially invariant, depending only on the

distance, R,

gf(r, ω|r0) = gf(r− r0, ω) = gf(r0 − r, ω). (4.13)

These properties will be useful in subsequent sections. Again, the general Green’s

function, G(r, ω), is the sum of the free-space Green’s function, gf(r, ω), with any

other solution to the homogeneous wave equation.

The integral equation solution for the pressure wavefield, p(r, ω) in the driven

wave equation, 4.10, can be shown as on pages 320 and 321 of [55] to be

p(r, ω) =
∫∫∫

f(r0, ω)G(r− r0, ω) dv0

+
∫∫ [

G(r− r0, ω)
∂

∂n0

p(r0, ω) + p(r0, ω)
∂

∂n0

G(r− r0, ω)

]
dS0 (4.14)

where G(r− r0, ω) is the Green’s function chosen to suit the boundary conditions for

the problem, and ∂
∂n0

is the partial derivative with respect to the direction normal

to the surface. The first term is the superposition integral form of equation 4.6.

The second is a surface integral of the boundary values of the pressure wavefield

and its normal derivative. Note that it is two superposition integrals, first with

respect to the Green’s function and then with respect to the normal derivative of the

Green’s function. For the purposes here of acoustic sources and scattering sites, the
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general Green’s function will be seen to be shift-invariant, thus these integrals will be

convolution integrals. The choice of Green’s function and boundary conditions will

be made to simplify the formulation in each case.

4.1.3 Low-Level Scattering Sources

Consider first the case of a medium with inhomogeneities in compressibility and den-

sity that become sources by scattering the incident wavefield. The medium is de-

scribed by its density, ρe(r), and compressibility, κe(r), where δρ(r) and δκ(r) are

small perturbations (inhomogeneities) in density and compressibility, respectively,

ρe(r) =



ρ0 + δρ(r) in regions of inhomogeneity,

ρ0 else.
(4.15)

κe(r) =



κ0 + δκ(r) in regions of inhomogeneity,

κ0 else.
(4.16)

In the presence of inhomogeneities, the density term in the wave equation remains

inside the divergence operator,

∇ ·
(

1

ρe
∇p(r, t)

)
− κe

∂2p(r, t)

∂t2
= 0. (4.17)

The inhomogeneous wave equation can be rewritten in the form of equation 4.9 by

considering the inhomogeneities as variations about the mean values in the medium,

γκ(r) = (κe(r)− κ0)/κ0,

γρ(r) = (ρe(r)− ρ0)/ρ0. (4.18)

Scattering from these inhomogeneities then becomes the driving function in 4.9 [55,

57],

f(r, t) = γκ(r)
1

c2
∂2p(r, t)

∂t2
+∇ · (γρ(r)∇p(r, t)) (4.19)

or in the frequency domain,
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f(r, ω) = −k2γκ(r)p(r, ω) +∇ · (γρ(r)∇p(r, ω)) (4.20)

where ω
c

has been replaced by the wavenumber k.

Neglecting for now the original source of the pressure wavefield, the scattered

wavefield can be calculated with the Green’s function approach. The medium can be

considered unbounded [55], and the integral equation 4.14 reduces to

p(r, ω) =
∫∫∫

f(r0, ω)gf(r− r0, ω) dv0 (4.21)

because the surface integral terms go to zero. The relation can be interpreted as

the sum of the fields induced by the small regions of inhomogeneity, which act as

scattering sources. Note again that the relation is a superposition integral with the

free-space Green’s function as impulse response.

The solution in 4.21 is intuitive but is computationally difficult for two reasons.

First, the scattered pressure is dependent on the total pressure wavefield, consisting

of the scattered and incident wavefields. This problem is resolved by making the Born

approximation of weak scattering [55], in which the scattered pressure is assumed to

be much smaller than the incident wavefield, allowing the total pressure in the right-

hand side of 4.21 to be approximated by the incident pressure. The other difficulty in

the source distribution is the density term, ∇ · (γρ(r)∇p(r, ω)). Many authors have

simplified by neglecting the density terms, although others have found these terms to

play a substantial role [57]. In [61], the term was shown to simplify to −k2γρ(r) for the

assumptions of 1) a point-source insonification, 2) a distance from scatterer to sensor

which is long relative to a wavelength (r >> 1
k
), and 3) the backscatter assumption

(source of incident wave and sensor of scatterered wave are in the same location).

Insana [57] adds some insight into the nature of these assumptions, showing that for

the long-distance assumption and incident plane wave, the scattering contributions

are monopole scattering (spherical waves) from inhomogeneities in density and dipole

scattering (cos(θ) dependence where θ is the angle between direction of incidence

and direction of scattering) from inhomogeneities in compressibility. The backscatter

assumption in [61] reduces the cos(θ) dependence to minus one.

For a pressure wavefield equal to a superposition of point sources, and making

the Born approximation, the backscatter assumption, and observation distance large
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relative to a wavelength, the integral for the scattered pressure can be reduced to

ps(r, ω) =
∫∫∫ [

k2 (γκ(r0) + γρ(r0))
]
pi(r0, ω)gf(r− r0, ω) dv0

(4.22)

where pi(r0, ω) is the incident pressure wavefield. The compressibility and density

terms can be combined to characterize the medium with a single reflectivity function,

q(r) = γκ(r) + γρ(r). Finally, the scattered wavefield due to inhomogeneities is given

by

ps(r, ω) =
∫∫∫

k2q(r0)pi(r0, ω)gf(r− r0, ω) dv0. (4.23)

This is the direct result obtained from the Green’s function approach with

the simplified scattering source. Each scattering site acts as an acoustic source with

strength determined by the incident field and the value of the inhomogeneity relative

to the surrounding medium.

4.1.4 Transducer sources

In imaging, the incident pressure wavefield is generated by a piezoelectric transducer,

literally an instrument that converts electrical energy to pressure and vice versa.

The analysis of wavefields produced by these transducers borrows from work in both

optics and acoustics [55, 58]. For a transducer, the source in 4.14 is distributed along

the boundary surface, thus the volume integral vanishes and the pressure wavefield

becomes an integral over an arbitrary surface which bounds the medium (the surface

must bound the point r),

p(r, ω) =
∫∫ [

G(r|r0, ω)
∂

∂n0
p(r0, ω) + p(r0, ω)

∂

∂n0
G(r|r0, ω)

]
dS0.

(4.24)

Calculation of the pressure from a transducer source using 4.24 requires the knowledge

of both the pressure and its normal derivative across the entire surface, a condition

which can lead to inconsistencies [58]. Note that the general Green’s function is used

and is not necessarily assumed to be spatially invariant. By appropriate choice of

the Green’s function, however, equation 4.24 can be reduced to depend on either

the pressure or its normal derivative [53, 58], resulting in the Rayleigh-Sommerfeld
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equations, both of which can be formulated solely in terms of the free-space Green’s

function,

p(r, ω) =
∫∫

2gf(r− r0, ω)
∂

∂n0

p(r0, ω)dS0, (4.25)

p(r, ω) =
∫∫

2p(r0, ω)
∂

∂n0

gf(r− r0, ω)dS0. (4.26)

The factor of two is a result of the choice of Green’s function in each case [58]. With

either of the two equations, calculating the pressure based on the boundary conditions

at the transducer surface amounts to making various assumptions about the behavior

of the pressure and/or its normal derivative outside the transducer surface [62]. In

general, either equation can be used with the values on a surface away from the

transducer, obtained by theoretical or experimental means [53]. Equation 4.25 will

be used here since it can be written as a convolution with the free-space Green’s

function,

p(r, ω) = 2
∂

∂z
p0(r, ω) ∗

x,y
gf(r, ω) (4.27)

where the value of the wavefield generated by the transducer is assumed to be known

in the x, y plane and is represented by p0(r, ω), (dS0 becomes dx dy and permits

writing the equation in terms of a convolution in x and y).

In summary, the processes of transmission, propagation and scattering can be

written based on the free-space Green’s function. Various assumptions are made in

modeling the processes in this manner, most notably the Born approximation or weak

scattering assumption, observation distance much larger than a wavelength, and the

backscatter assumption. Attenuation has not been explicitly included, although the

velocity term in the wave equation can be made complex to account for attenuation

in tissue without changing the form of the equations [53].

4.1.5 A Pulse-Echo Equation

The results of the preceding sections can be combined to form a single equation de-

scribing the received signal for a pulsed transducer. The development here follows

that of Wright [53] and is for a single focal point. In cases of interest, the incident

wavefield can be modeled as in equation 4.27. In general, the transmitted pressure

wavefield is produced by pulsing the transducer elements with electrical pulses that
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can be varied in amplitude and time for focusing. The resulting wavefield can be rep-

resented as follows, with a transfer function, Ht(ω), representing the acoustic version

of the the electrical pulse, and wt(x, y, ω), an arbitrary weighting function represent-

ing spatial and temporal variation of the pulses over the transducer or transducer

elements,

pt(r, ω) = Ht(ω)wt(x, y, ω) ∗
x,y
g(r, ω). (4.28)

The scattered wavefield is given by equation 4.23, expressed here as a convo-

lution,

ps(r, ω) = k2q(r)pi(r, ω) ∗
x,y,z

g(r, ω). (4.29)

In this equation, the incident wavefield, pi(r, ω), is generated by the transducer and

given by 4.28, resulting in the following wavefield at the plane of the transducer

(z = 0),

p(r, ω)|z=0 =
[
k2q(r)pt(r, ω) ∗

x,y,z
g(r, ω)

]∣∣∣∣
z=0

. (4.30)

The received signal, R(ω), is then generated from signals across the transducer ele-

ments with delays and amplitudes chosen similarly as in the transmit case to achieve a

specific focus. This processing is represented using a receive transfer function, Hr(ω),

for the conversion of pressure to electrical energy, and weighted as in the transmit

case with a weighting function, wr(x, y, ω),

R(ω) = Hr(ω)
∫∫

dx dy wr(x, y, ω) p(r, ω)|z=0 . (4.31)

The received signal equation can be simplified as follows. Substituting the

previous expressions for pressure into the received signal equation,

R(ω) = Hr(ω)
∫∫

dx dy wr(x, y, ω)[[
k2q(r)Ht(ω)wt(x, y, ω) ∗

x,y
g(r, ω)

]
∗

x,y,z
g(r, ω)

]∣∣∣∣
z=0

. (4.32)
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Combining the receive and transmit transfer functions with the k2 term as Hrt(ω) =

k2Hr(ω)Ht(ω),

R(ω) = Hrt(ω)
∫∫

dx dy wr(x, y, ω)[[
q(r)wt(x, y, ω) ∗

x,y
g(r, ω)

]
∗

x,y,z
g(r, ω)

]∣∣∣∣
z=0

. (4.33)

The convolution in z and evaluation at z = 0 can be reduced to a single integral over

z as follows. Operating on the bracketed expression in 4.33,

[[
q(r)wt(x, y, ω) ∗

x,y
g(r, ω)

]
∗

x,y,z
g(r, ω)

]∣∣∣∣
z=0

=
∫
dz′

[
q(x, y, z′)wt(x, y, ω) ∗

x,y
g(x, y, z′, ω)

]
∗

x,y
g(x, y,−z′, ω) (4.34)

where z′ is a dummy variable in the convolution. The free-space Green’s function is

symmetric in x, y, and z, thus g(x, y,−z′, ω) = g(x, y, z′, ω), resulting in the following

expression,

=
∫
dz
[
q(r)wt(x, y, ω) ∗

x,y
g(r, ω)

]
∗

x,y
g(r, ω). (4.35)

This expression can be substituted into equation 4.33, yielding

R(ω) = Hrt(ω)
∫
drwr(x, y, ω)

[
q(r)wt(x, y, ω) ∗

x,y
g(r, ω)

]
∗

x,y
g(r, ω).

(4.36)

The receive weighting function, wr(x, y, ω) can be grouped with the second

convolution using the following relation, which holds for symmetric functions h(x),

∫
dxf(x) [g(x) ∗ h(x)] =

∫
dxf(x)

∫
dx′g(x′)h(x− x′) (4.37)

=
h(x)=h(−x)

∫
dx′g(x′)

∫
dxf(x)h(x′ − x) (4.38)

=
∫
dx′g(x′) [f(x′) ∗ h(x′)] . (4.39)

Using this result in equation 4.36,

R(ω) = Hrt(ω)
∫
dr q(r)

[
wr(x, y, ω) ∗

x,y
g(r, ω)

] [
wt(x, y, ω) ∗

x,y
g(r, ω)

]
.

(4.40)
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This equation can be stated more simply as a superposition integral,

R(ω) =
∫
dr q(r)s(r, ω) (4.41)

where s(r, ω) is the system response to a spatial impulse at r,

s(r, ω) = Hrt(ω)
[
wt(x, y, ω) ∗

x,y
g(r, ω)

] [
wr(x, y, ω) ∗

x,y
g(r, ω)

]
(4.42)

and contains terms associated with the transmitted wavefield, the filtered version of

the received wavefield and the roundtrip pulse.

Equation 4.40 is quite general and can be used to analyze many complex imag-

ing situations. To illustrate how this equation can describe imaging, consider a simple

example consisting of a point-source at the origin, a point-receiver at the origin, and

a spatial impulse at r0,

Hrt(ω) = 1,

wt(x, y, ω) = δ(x, y),

wr(x, y, ω) = δ(x, y),

q(r) = Aδ(r− r0). (4.43)

This gives a received signal,

R(ω) =
∫∫∫

Aδ(r− r0)
1

4πr
ejkr 1

4πr
ejkr dx dy dz

=
(

1

4πr0

)2

Aej2kr0

r(t) =
(

1

4πr0

)2

Aδ(t− 2r0/c). (4.44)

This is exactly the signal one should expect, an impulse delayed by the time to travel

from the origin to r0 and back and scaled by the square of the amplitude spreading

factor for a spherical wave.

Consider now an additional factor in the receive weighting function, wr(x, y, ω),

of (4πr0)
2e−j2kr0,

wr(x, y, ω) = (4πr0)
2e−j2kr0δ(x, y). (4.45)
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When multiplied by the receive signal, this function eliminates the frequency de-

pendence and the amplitude factor, leaving the scattering potential at r0 at time

t = 0. This example illustrates a basic approach to imaging. The weighting function

is designed to produce at t = 0 an estimate of the medium reflectivity, effectively

eliminating time from the calculations, allowing a description of image formation

dependent only on the spatial variables.

In any medium of interest, the reflectivity function will consist not of a single

spatial impulse but of a complex and intricate structure. In this case, the transducer

and weighting functions are designed to provide received signals that can be filtered to

obtain estimates of the reflectivity function over a compact region. The general pulse-

echo equation, 4.40, can be used to analyze many approaches to image formation,

from transducer design to array-based beamforming. The separation of the system

response into the transmitted wavefield, the received wavefield, and the round-trip

pulse allows the role of each to be analyzed individually. In the next section, the use

of this approach in the design and analysis of imaging systems is illustrated.

4.2 Design and Analysis of Imaging Systems

In an ultrasonic imaging system, “ideal” varies depending on the application, but most

design issues are common among all systems. In the best case, an imaging system

would produce an image which is spatially invariant, i.e., an object would appear the

same regardless of where it is in the image. In practice, this goal can be met well

locally but only to some degree globally. The system point-spread function (PSF), the

response of the system to a point-like scatterer, can be used to characterize the system.

Specifically, the PSF can be analyzed to determine the system point resolution, or the

spacing between distinguishable targets, and its contrast resolution, or the difference

in echogenicity required to distinguish adjacent regions. Another important measure

of the system performance is the temporal resolution, or the rate at which the system

forms images (independent images).

Many tradeoffs are made in designing a system to achieve the goals of spatial

invariance and high point, contrast and temporal resolution. Focusing is typically

achieved using both fixed lenses and electronic beamforming. For a given transducer

geometry and beamforming process, the PSF can be simulated and measured exper-

imentally. The system design engineer must use approximate but intuitive methods
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based on geometric optics for initial design, then refine and test the design with

accurate numerical methods and measurement.

In addition to characterizing system performance, the system PSF is used in

tissue characterization work to provide a means for distinguishing system from tis-

sue effects and for exploring the relation between them. In the pursuit of a suitable

model for ultrasonic images based on shape, computational complexity must be bal-

anced with accuracy. The same methods used for analyzing the PSF to determine

system performance, e.g., measurement, approximation, and simulation, can be used

to construct a PSF for use in modeling system response to tissue.

The model developed in the previous section is general enough to permit analyis

of the PSF for imaging in a variety of scenarios from fixed focusing to electronic

focusing with arrays. In beamforming, signals received by the array elements are

weighted, delayed and summed to focus the beam. Many options are available for

choosing these weights and delays. In [59], many general-purpose array beamforming

techniques are described. A nice derivation of some options specifically for ultrasonic

imaging can be found in [53].

In general, the weighting function for focus at r0 has the form of an amplitude

term, a(x− x0, y − y0, ω), and a delay term, ejk|r−r0|,

w(x, y, ω) = a(x− x0, y − y0, ω)ejk|r−r0| (4.46)

where the amplitude term compensates for loss such as propagation loss and the

delay term compensates for the propagation time. An image pixel is then formed

by sampling the received signal at t = 0 as in the earlier example. This process is

equivalent to integrating over frequency, resulting in the following equation for irf(r0),

the RF image intensity at r0,

irf(r0) =
∫
dr q(r)

∫
dωHrt(ω)

[
wr(x, y, ω) ∗

x,y
gf(r, ω)

]
[
wt(x, y, ω) ∗

x,y
gf(r, ω)

]
(4.47)

where, again, q(r) is the reflectivity at r, Hrt(ω) is the round-trip transfer function,

wr(x, y, ω) is the receive weighting function, wt(x, y, ω) is the transmit weighting

function, and gf(r, ω) is the free-space Green’s function. Written as a superposition
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integral,

irf (r0) =
∫
dr q(r)h(r; r0) (4.48)

where h(r; r0) is the system PSF for a focus at r0,

h(r; r0) =
∫
dωHrt(ω)

[
wr(x, y, ω) ∗

x,y
gf(r, ω)

] [
wt(x, y, ω) ∗

x,y
gf(r, ω)

]
.

(4.49)

In modeling the PSF, the difficult calculation is for the transmitted and re-

ceived field terms. Such modeling has been of interest for quite some time in both

acoustics and optics, and many methods have been developed, ranging from numerical

solutions [58, 62, 63, 64] to the commonly used Fresnel and Fraunhofer approxima-

tions [53, 58]. Fundamentally, the required calculation is the surface integral for

transducer sources, equation 4.24, listed again here,

p(r, ω) =
∫∫ [

G(r|r0, ω)
∂

∂n0
p(r0, ω) + p(r0, ω)

∂

∂n0
G(r|r0, ω)

]
dS0

(4.50)

where the wavefield is desired for a given transducer geometry, beamforming approach,

and transducer vibration (driving function). Recall that either of the Rayleigh-

Sommerfeld equations in 4.24 can be used to calculate this expression. In the formu-

lation used here, i.e., in equation 4.49, the weighting function, w(x, y, ω), represents

the normal derivative of the pressure at the surface of the transducer.

4.2.1 Numerical Methods for PSF Modeling

Liu and Waag [62] present a review of the numerical techniques available for modeling

transmitted wavefields. The most widely-used methods are the impulse response

method [63, 64] and the angular spectrum method [53, 58]. Each uses one of the

Rayleigh-Sommerfeld versions of equation 4.24. The two differ in assumptions about

the nature of the boundary conditions, specifically whether the pressure or its normal

derivative are zero outside the transducer surface. The difference in results between

the two is typically small, though [62], and negligible in this work.

These methods are well-developed and could be implemented if necessary. The

main advantage of the numerical methods over the approximations of the next section
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is the accuracy of the results. This accuracy is crucial for the field of quantitative

ultrasonic imaging [62] but has limited applicability to this work at this stage. The

disadvantages of the numerical methods are the computation required and the lack of

intuition provided. Small changes to the imaging system, e.g., the beamforming steps

that change several times throughout the image, require a completely new simulation,

and results can be viewed but are not easily simplified. The approximate methods

provide a quantitative model that is valid under certain assumptions that are rarely

met completely. Their power, though, is the simplicity of the results, which provide

useful relationships between the transducer geometry and the PSF.

4.2.2 Approximate Methods for PSF Modeling

Recall the relation for the system point-spread function for a focus at r0,

h(r; r0) =
∫
dωHrt(ω)

[
wr(x, y, ω) ∗

x,y
gf(r, ω)

] [
wt(x, y, ω) ∗

x,y
gf(r, ω)

]
(4.51)

where Hrt(ω) is the round-trip transfer function, wr(x, y, ω) is the receive weighting

function, wt(x, y, ω) is the transmit weighting function, and gf(r, ω) is the free-space

Green’s function. As stated previously, the general weighting function for focus at r0

has the form of an amplitude term, a(x − x0, y − y0, ω), and a delay term, ejk|r−r0|.

With this substitution, the PSF becomes

h(r; r0) =
∫
dωHrt(ω)

[
ar(r− r0, ω)ejk|r−r0| ∗

x,y
gf(r, ω)

]
[
at(r− r0, ω)ejk|r−r0| ∗

x,y
gf(r, ω)

]
. (4.52)

The bracketed expressions for the transmitted and received wavefields are, once

again, the difficult calculation. Consider the expression for either field, writing out

the convolution and substituting the expression for the free-space Green’s function,

[· · · ] = a(r− r0, ω)ejk|r−r0| ∗
x,y
gf(r, ω) (4.53)

=
∫∫

dx′dy′ a(r′ − r0, ω)ejk|r′−r0| e
−jk|r′−r|

4π|r′ − r| (4.54)

=
∫∫

dx′dy′ a(r′ − r0, ω)
ejk(|r′−r0|−|r′−r|)

4π|r′ − r| . (4.55)
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This equation relates the pressure field to the amplitude and frequency weighting

function, a(r− r0, ω). With a simple approximation to the integral, a rough estimate

of the field can be found easily for any transducer geometry. First, it will be helpful

to make the subsitution r = r0 − δ where δ = (δx, δy, δz) is much smaller than r0.

[· · · ] =
∫∫

dx′dy′ a(r′ − r0, ω)
ejk(|r′−r0|−|r′−(r0−δ)|)

4π|r′ − (r0 − δ)| . (4.56)

Equation 4.56 is quite similar to those found in Goodman [58] and Macov-

ski [54] for the transmitted field for an arbitrary planar aperture, with a slight dif-

ference due to the focusing delays included in this equation. The terms requiring

approximation are the vector distances. A close look at the equation reveals that

the result is much more sensitive to terms in the exponent than the denominator.

The standard Fraunhofer approximation [54, 58] approximates the exponent using a

binomial expansion; the same result can be achieved using a Taylor series expansion

in δ [53].

The interested reader is referred to the texts [53, 54, 58] for details of the

expansion in those cases. For the notation and formulation used here, the distance

terms in the exponent, |r′ − r0| and |r′ − (r0 − δ) |, can be approximated as

|r′ − r0| − |r′ − (r0 − δ) | ≈ 1

z0
(−δxx′ − δyy′ − δzz0). (4.57)

This approximation can be found by a first-order Taylor series expansion in δ, followed

by the assumption that |r0| ≈ z0 and k0

z0
(δxx0 + δyy0) < 1 (resulting in a phase

contribution of less than 1 radian). The same result can be found by a binomial

expansion similar to that used in [54, 58], followed by removal of quadratic terms

and the assumption again that k0

z0
(δxx0 + δyy0) < 1. Note that both x0 and y0 can be

chosen to be 0 according to choice of the coordinate system, rendering the assumption

trivial.

Using the Fraunhofer approximation for the exponent and approximating |r′−
(r0 − δ)| ≈ R0 = |r0| in the denominator, the PSF takes the following form,

h(r; r0) ≈ 1

(4πR0)2

∫
dωHrt(ω)e

−jω( 2δz
c0

)
∫∫

dx′dy′ ar(r
′, ω)e

−j2π[x′ δx
λz0

+y′ δy
λz0

]

∫∫
dx′′dy′′ at(r

′′, ω)e
−j2π[x′′ δx

λz0
+y′′ δy

λz0
]

(4.58)
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where λ = f
c0

is the wavelength. The weighting term has been represented as a

function of r instead of r−r0 for convenience; recall that this relation and the resulting

PSF are for a fixed focus at r0. The main result requires the further assumption that

the signal be narrowband, allowing the spatial integral to be written for a center

frequency, f0, and separated from the temporal frequency integral. The frequency

dependence of the amplitude weighting terms is assumed to be such that it can be

absorbed into the round-trip transfer function. The relation can then be written as

h(r; r0) ≈ 1

(4πR0)2

[∫
dωHrt(ω)e

−jω( 2δz
c0

)
] [∫∫

dx′dy′ ar(r
′)e−j2π[x′ δx

λ0z0
+y′ δy

λ0z0
]
]

[∫∫
dx′′dy′′ at(r

′′)e−j2π[x′′ δx
λ0z0

+y′′ δy
λ0z0

]
]
. (4.59)

The utility of this relation comes from the Fourier transform relations that result in

each of the bracketed expressions. In this case, the PSF can be written as the product

of the round-trip axial impulse response (in terms of 2δz

c0
, accounting for round-trip

travel time), and transmit and receive fields expressed as Fourier transforms of the

respective aperture functions. The following Fourier transform relationships express

the correspondence between the beam response in the subsequent equation and the

round-trip transfer function and aperture functions.

hrt(t)
F←→ Hrt(ω) (4.60)

ar(x, y)
F←→ Ar(u, v)

at(x, y)
F←→ At(u, v)

h(r; r0) ≈ hrt

(
2δz
c0

)
Ar

(
δx
λ0z0

,
δy
λ0z0

)
At

(
δx
λ0z0

,
δy
λ0z0

)
(4.61)

An important aspect of this result is the separability of the axial component

of the PSF from the lateral and elevation components. The first term, the round-

trip axial impulse response, is often referred to as the axial pulse. It is typically

represented as an envelope modulating a carrier term at the center frequency. This

representation will be useful in the subsequent statistical analysis.

The response in the lateral and elevation plane is the product of the receive

and transmit responses, each of which is approximated as the Fourier transform of the

aperture function. A useful result is that a basic relation can be determined for beam

width in terms of the transducer geometry. For a separable aperture, the transform
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is also separable. Consider a rectangular aperture of width (Dx, Dy), the transform

of which is well known as a 2D sinc function. The width between the first zeros of

the sinc function, which is often used to approximate the width of the beam, is also

well known [58] as
(

λ0z0

Dx
, λ0z0

Dy

)
.

Note that the beam width is inversely proportional to aperture width and

proportional to the wavelength and range. In optics and ultrasonics, the f-number,

defined as the ratio of range to aperture width, is often used to characterize a system.

The utility of the f-number is that it gives a simple expression for the resolution as

the product of f-number and wavelength. In array-based imaging systems, the goal

of image uniformity is often sought by adjusting beamforming delays and amplitudes

to achieve a nearly constant f-number throughout the image.

The Fraunhofer approximation, while useful for obtaining approximate results

is rarely accurate for describing the exact shape of the PSF in ultrasonic imaging.

This is in contrast to optics, where the narrowband assumption can be met quite well,

along with the distance assumptions necessary for the approximations to be valid.

In ultrasonic imaging, axial resolution is inversely proportional to the bandwidth,

thus wideband signals are desirable. Approximations can be accurate at the center

frequency, though, and the basic results for beam width are universally used as a first

approximation in system design and analysis.

Other advantages are gained by making the Fraunhofer approximation and

narrowband assumption in terms of achieving a simplified representation of the im-

age formation process. Again, the approximations allow the axial component of the

PSF to be separated from the lateral and elevation components. Because the axial

component is a bandpass signal, it can be represented as the real component of an

analytic signal [65], the product of a complex envelope term, A(δz), and a complex

sinusoid, ej2k0z, at the wavenumber, k0, corresponding to the center frequency, f0, of

the transducer.

hrt(δz) = Re{A(δz)e
j2k0z}. (4.62)

The notation can be extended to the 3D PSF using a 3D envelope, A(δ),

h(r; r0) = h(δ) = Re{A(δ)ej2k0δz}. (4.63)

A typical choice in modeling the point-spread function is to assume a real envelope

with Gaussian curves in each dimension, where the standard deviations, σx, σy, σz,
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represent the widths of the beam,

A(δ) = e
−
(

δ2x
σ2

x
+

δ2y

σ2
y
+

δ2z
σ2

z

)
. (4.64)

The analytic signal representation for the PSF allows the image formation

equation, equation 4.48, also to be written in analytic signal notation. The image

formation equation represents the RF image as an integral of the tissue reflectivity,

q(r) and the system PSF, h(r; r0), which can be rewritten in analytic signal notation,

irf(r) =
∫
dr0 q(r0)h(r; r0)

= Re
{[∫

dr0 q(r0)A(δ)e−j2k0z0

]
ej2k0z

}

= Re
{
i(r)ej2k0z

}

where i(r) = |i(r)|ej\i(r) is a complex envelope representation for the RF image.

The complex envelope can be considered as a spatially varying phasor with varying

amplitude and phase. In conventional imaging systems, the envelope of the RF image

is displayed, which effectively represents the amplitude of the complex envelope. This

analytic signal expression is also significant for a second reason. In relating the image

intensity to the underlying tissue structure in terms of the point-spread function, the

integral representing the complex envelope can be considered as a sum of individual

phasors. Each individual phasor can represent a scattering element with a given

amplitude and phase. In probabilistic models, the amplitude and phase of each

scatterer can be considered random, along with the number of scatterers affecting

the intensity at any location r0. The resulting random phasor sum forms the basis of

many probabilistic models used in ultrasound and other scattering models.

The development in the preceding sections establishes the foundation for build-

ing the models that will be used in the rest of this dissertation. The development

is general enough to describe the many possible approaches to system design and

operation. Accuracy can be varied by removing or adding approximations in a trade-

off of computational complexity for precision. Insights available from results of the

Fraunhofer approximation will be used in the following section for a qualitative guide

to the interpretation of typical medical ultrasonic images.
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4.3 Interpretation of Medical Ultrasonic Images

The high variability of ultrasonic images is due to the anisotropic nature of scattering

and variation of the acoustic properties of tissue at the microstructural level. The

sensitivity of that relationship results in image features that perplex the untrained

observer but can also be useful in visualizing soft tissue structure and detecting abnor-

malities. Expertise in interpreting the images requires substantial training, though.

Each tissue region requires specific training regarding typical image characteristics

unique to that anatomical structure. For an excellent and thorough introduction to

qualitative interpretation of medical ultrasonic images, see the second chapter of [66].

The most basic image variation, and the aspect primarily used for interpretation, is

the texture and relative intensities representing different regions. The relation of these

basic image characteristics to the underlying tissue structure is understandable from

the simple approximation to the PSF developed at the end of the previous section.

A simulated axial response representing that from a typical PSF is shown in

Figure 4.2. Each scattering element in the tissue responds with a scaled and delayed

version of that pulse. The separation distance of two elements determines the nature

of the combined response. For a distance much smaller than a wavelength, the ele-

ments will add coherently, producing a strong echo at the transducer. As the distance

increases, however, the pulses add incoherently, resulting in an incoherent response.

This phenomenon is the source of image speckle, the texture commonly seen in ul-

trasonic images. Tissue is typically complex, with a highly varied acoustic structure

at the sub-wavelength level, producing a multitude of possible image appearances.

Figure 4.2: A typical axial pulse consists of a few cycles of a sinusoid at a frequency
between 1 and 10 MHz. For typical speeds of sound in tissue (and a center frequency
of 6MHz), this corresponds to the indicated spatial scale.

Image intensity and texture, thus, vary significantly depending on the spacing

and strength of scattering sources in the tissue. Variation in the regularity of spacing
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produces echoes ranging from high and constant intensity at a smooth interface to

speckled texture from a random scattering medium. Interface echoes range in intensity

according to acoustic properties of the interface and the degree of variation in the

structure. Speckled textures range in intensity according to the strength, spacing,

and concentration of scattering elements in a region.

Consider again the spinal ultrasonic image of Chapter 1, shown again here in

Figure 4.3. The diagram on the right indicates the location of basic tissue structures

in the region. The skin and fascia are both distinguished by fairly homogeneous tex-

tures, with scattering from the fascial layer more intense than that from the skin. The

muscle layer between the fascia and transverse process is represented primarily from

scattering that comes from the fibers running parallel to the image plane. Scattering

from the fibers varies in intensity depending on orientation to the beam and also

includes some speckled texture. The bony transverse process of a lumbar vertebra is

marked by intense scattering from the surface of the process. The scattering varies

from a strong, coherent echo at the top of the process where the surface is normal

to the beam, to a speckled texture along the sides of the process where microscopic

roughness is distributed along the bone. The acoustic properties of bone differ sig-

nificantly from that of surrounding tissue, producing high scattering and also strong

attenuation of the beam. Note the shadow below the transverse process caused by

nearly complete attenuation of the signal.

The variations in texture and intensity in Figure 4.3 are indicative of the range

of characteristics typical of ultrasonic images. In general, though, characteristics are

unique to each tissue region, with an underlying basis in the interaction between the

system PSF and the acoustic properties of the tissue microstructure. The high sen-

sitivity of this interaction results in substantial variation with changes in the system

or the tissue microstructure.

A description of qualitative interpretation of ultrasonic images would be incom-

plete without mention of artifacts. Tissue can appear much different from behavior

predicted by the models such as the one used here. The most significant example is

attenuation in tissue, which is typically assumed to be exponential with depth, al-

lowing compensation with a depth-dependent gain. When attenuation deviates from

the assumed value, however, as with the bone in the previous figure, changes in im-

age brightness occur that do not reflect structural variation but can be mistaken as

such [66]. These variations are not addressed in this model and are outside the scope

of this work.
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Figure 4.3: The spinal ultrasonic image on the left shows typical characteristics of
several tissue regions, skin, fascia, muscle and bone. The drawing on the right shows
the locations of selected tissue regions.

4.4 Tissue Models

The extreme sensitivity to interactions between the tissue structure and imaging

system is such that no single model exists for all tissue structure, and it appears

unlikely that any such model will ever be developed [57]. Various tissue models have

been proposed and evaluated, with results valid for only specific situations. Tissue

representations are universally concerned with the microstructural level of detail and

can generally be categorized according to a continuous or discrete representation of

the underlying inhomogeneities [57]. The discrete representation is of considerable

interest here because it permits a simplified probabilistic description of scattering

in terms of a random phasor sum. In the discrete models, various assumptions are

made regarding the tissue microstructure. These typically involve the strength and

spacing of the scatterers, including various levels of regularity in the spacing [18].

While many options have been explored regarding the microstructural characteristics

of tissue, none have considered directly the influence of gross, or large-scale, structure,

even though such structures are inherently regular and have a significant influence on

the image data.
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4.5 Scattering from Rough Surfaces

Substantial work has also been done by many researchers specifically on modeling the

scattering of waves, both electromagnetic and acoustic, from rough surfaces [67, 68].

Theoretical scattering models are based on the Helmholtz integral equation, providing

a foundation for both analytical and numerical investigation. Statistical results can

be derived directly for simple cases of monochromatic plane waves and planar rough

surfaces with simple statistical properties [67, 68]. For more complex scenarios, statis-

tical results can be generated empirically via simulation for independent realizations

of a random rough surface [69, 70]. The derived results for monochromatic wavefields,

however, do not extend directly to pulsed, or nonmonochromatic, wavefields as shown

in [69]. Extension of the existing methods to model conventional pulse-echo imaging

is possible but time-consuming and computationally expensive. In all of the exist-

ing methods, a continuous surface representation is used with roughness described

in terms of random perturbations of the surface [68]. For any anatomical surface of

interest, such a representation would require significant computational resources.

4.6 Probabilistic Ultrasound Models and

Statistical Tissue Characterization

The high sensitivity to changes in system characteristics and acoustic microstructure

have led many researchers to investigate the use of statistical methods in character-

izing ultrasonic scattering. Of the existing methods, those of interest are based on

a random phasor sum analysis of scattering, a highly developed area with many ap-

plications. The intensity of the scattered signal at any image pixel is considered as

a sum of contributions from scatterers within the “resolution cell”, a volume around

the pixel location in which scatterers can contribute to the intensity. The dimensions

of the resolution cell are determined by the shape of the system PSF. Each scatterer

can then be considered as a phasor contributing an amplitude and phase. Quantities

in the sum that are considered random are the number of scatterers in the cell and the

amplitude and phase of each scatterer. This will be made clear in the following devel-

opment, based on the results from the previous section on the linear systems model of

image formation. The goal is a probability density function describing the amplitude

given densities for the number of scatterers and their amplitudes and phases.
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The phasor sum relations are based on a discrete representation of the tissue

in terms of invidividual scattering elements with given locations and strengths. In

the notation of the previous sections, the tissue reflectivity, q(r), is then composed of

a sum of scaled and delayed 3D impulses, qiδ(r− ri), where qi and ri are the scatterer

strength and location, respectively,

q(r0) =
N∑

i=1

qiδ(r− ri). (4.65)

In equation 4.48 for image formation, the discrete representation for the tissue struc-

ture can be substituted, along with the analytic signal representation for the PSF of

equation 4.63 in terms of an envelope, A(r; ri), and a complex sinusoid, ej2k0(z−zi).

irf (r) =
∫
dr0 q(r0)h(r; r0). (4.66)

Each term in the resulting sum is a phasor associated with a particular scatterer,

irf(r) = Re

{
N∑

i=1

qiA(r; ri)e
j2k0(z−zi)

}
. (4.67)

The sum can be rewritten in analytic signal form by taking a complex sinusoid at the

transducer center frequency outside the sum,

irf (r) = Re




Nri∑

i=1

qiAie
jφi


 ej2k0z


 (4.68)

where the number of scatterers has been reduced to Nri
, those in the resolution cell

of location ri, the amplitude of each scatterer is the product of the scatterer strength,

qi, and a location-dependent amplitude, Ai = A(r; ri), and the phase of each scatterer

is φi = −2k0zi. Note that the system characteristics are inherent in the amplitude

because of the location-dependent PSF envelope term and in the phase based on the

transducer center frequency.

Again, the RF image can be interpreted as the real part of an analytic signal,

where the complex envelope, i(r), is a phasor sum,

irf(r) = Re
{
i(r)ej2k0z

}
. (4.69)
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The amplitude of the resulting phasor is the quantity displayed in conventional images

and, thus, of significant interest,

i(r) =
Nr∑
i=1

qiAie
jφi (4.70)

|i(r)| =
∣∣∣∣∣
Nr∑
i=1

qiAie
jφi

∣∣∣∣∣ . (4.71)

While the phasor sum notation greatly simplifies the characterization of scat-

tering, the sensitivity to system characteristics and tissue microstructure requires

random models for the amplitudes, phases, and number of scatterers. An exact so-

lution for the resulting sum with no approximations or assumptions is intractable.

Typical methods for characterizing the sum include calculation of the moments for

real and imaginary components and the derivation of exact forms for densities de-

scribing the amplitude and phase in certain special cases. Common assumptions

involve, for example, the independence of scatterer amplitude and phase, the number

of scatterers, and, perhaps most importantly, the phase density.

The most common approximation is to begin by assuming a large number

of scatterers [65, 67]. The real and imaginary components can then be considered

asymptotically Gaussian under the Central Limit Theorem assuming that densities

of the amplitude and phase satisfy certain requirements [67, 65]. As a result, the

sum can be modeled as a complex Gaussian random variable and described in terms

of the means and variances for the real and imaginary components. For simplicity,

consider the sum, i(r), as the complex quantity, x+ jy, with real component, x, and

imaginary component, y. In general, a complex Gaussian density has the form

px,y(x, y) =
1

2πσxσy

√
1− r2

exp

{
− 1

2(1− r2)

[
(x− µx)

2

σ2
x

− 2r
(x− µx)(y − µy)

σxσy
+

(y − µy)
2

σ2
y

]}
(4.72)

where µx and σ2
x are the mean and variance of the real component, µy and σ2

y are

the mean and variance for the imaginary component, and r = E(xy)−E(x)E(y)
σxσy

is the

correlation coefficient. If the phase is distributed symmetrically about a constant, the

sum can be rotated in the complex plane to be distributed symmetrically about the
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real axis. In this case, µy, the mean of the imaginary component and the correlation

coefficient, r, are both zero. The density then reduces to the following form,

pi(i) =
1

2πσxσy

e
− (x−µx)2

2σ2
x

− y2

2σ2
y . (4.73)

Because of its simplicity and mild assumptions, the complex Gaussian result has been

employed in many areas [65, 67]. Means and variances can be computed exactly for

many densities describing amplitude and phase, allowing for a variety of characteri-

zations for scattering data [67].

The complex Gaussian density function is a simple relation for expressing the

variation of the RF image intensity at a location. The difficulty arises after trans-

forming from a real-imaginary representation to the amplitude-phase representation

necessary for describing the amplitude of the sum. As shown in [67], a general,

but computationally demanding, result can be derived for a normalized amplitude,

u = |i(r)|√
σ2

x+σ2
y

, in terms of, K =
√

σ2
r

σ2
i
, a measure of the asymmetry between the real

and imaginary variances, and B2 = α2

σ2
r+σ2

i
, the ratio of power between the mean value

and variances,

pu(u) =
K2 + 1

K
u exp

[
−1 +K2

2

(
B2 +

1 +K2

2K2
u2

)]

∞∑
m=0

(−1)mεmIm

(
K4 − 1

4K2
u2

)
I2m[B(1 +K2)u] (4.74)

where Im is a modified Bessel function of order m.

The general density, 4.74, for the amplitude of the phasor sum is significantly

more complicated than the associated density for the complex random variable. As

a result, a few common approximations are typically made to produce much simpler

densities. The most common is the Rayleigh density, which results from assuming

independent amplitude and phase, identically-distributed amplitude (denoted r here),

and phase identically-distributed with a uniform density over one wavelength,

pr(r) =
r

σ2
x

e
− r2

2σ2
x . (4.75)

The assumptions are equivalent to assuming a zero-mean real component and equal

real and imaginary variances. The result is a much simpler expression, of course. The

Rayleigh density has been used extensively in attempts to characterize scattering from
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tissue [11]. The assumptions have been shown to be too strict, however, to accurately

model scattered ultrasonic data [16].

Another common approximation is the Rician Distribution. It results from

the sum of a constant vector and a Rayleigh-distributed vector and has the following

form,

pr(r) =
r

σ2
x

e
− (µ2

r+r2)

2σ2
x I0

(
rµx

2σ2
x

)
. (4.76)

Even with this simplification, the expression still contains a modified Bessel function.

The Rician density has been used extensively in attempts at tissue characteriza-

tion [11], however its utility is yet to be determined in those applications.

A recent solution with very few approximations comes from [71] but requires

computationally intensive Monte Carlo simulations for evaluation. Effects of the

axial PSF were studied thoroughly within the random phasor sum approach. The

effects of amplitude-phase independence were studied thoroughly for typical versions

of the axial pulse. The results showed that independence assumptions can be too

strict and limit the applicability of the approximating densities that are commonly

used. The direct applicability of these models to scattering from gross shapes has not

been tested, but the importance of assuming amplitude-phase independence will be

relevant in later chapters.

Other analytic forms for the amplitude distribution have been proposed and

investigated by many researchers. For instance, the k-, generalized k- and Nakagami-

m distributions have all been considered [12, 72, 73]. The k- and generalized k-

distributions have the advantage of being derived directly from the random phasor

sum without any approximations. Both assume a negative binomial distribution for

the scatterer population with N tending toward ∞. The generalized k-distribution

was recently found to perform fairly well and, in fact, better than other typically

used distributions, in describing scattering from breast and abdominal tissue under

aberrating conditions [72]. The complexity of that specific situation suggests promise

for the generalized k-distribution, although shortcomings were evident, e.g., the poor

fit for a broadband pulse, i.e., a typical pulse used in conventional systems (good

fits were obtained for harmonic amplitude distributions). All of these models require

the calculation of sums of gamma and Bessel functions. Such calculations, combined

with their questionable utility for data from actual systems, make them impractical

for this work.
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A fundamental limitation to all existing probabilistic models is the lack of an

implicit representation for gross structure. Regularity in scatterer spacing is known

to affect the result significantly [18], and gross structure is a component in virtually

all tissues and possesses inherently regular spacing. Approaches to representing the

effect of regular structure range from the Wold decomposition of a signal [15] to

the generalized spectrum [74], all of which rely on the regular structure having a

predictable contribution to the statistics of the scattered data. The contribution is

then detected and removed. These approaches have not been shown to provide useful

results in any clinical setting and also fail to incorporate gross structure directly into

the model.

4.7 Conclusions

The existing models for ultrasonic imaging, in terms of system models, tissue models,

and probabilistic scattering models, provide a rich background for the development

of improved models. These models are incomplete, however, because of the lack of

an appropriate characterization of the combined interactions of gross shape, tissue

microstructure, and the system characteristics. The linear systems model for imaging

systems forms the foundation upon which tissue models and probabilistic models

are based. The associated random phasor sum representation for the RF intensity

provides the basis for developing a single model representing image intensity with an

appropriate characterization of the imaging system and underlying tissue structure.
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Chapter 5

A Discrete-Scatterer Model for

Rough Surfaces

In the previous chapter, a physical model was developed for the imaging system. In

this chapter, a surface model completes the physical description for image forma-

tion. The objective of the complete physical was an accurate models with minimal

computational requirements that incorporated system characteristics, surface shape

and surface microstructure, and could also be extended naturally to a probabilistic

model. For the imaging system, a linear systems model with a simple approximation

to the 3D PSF was investigated. For the surface model, a representation consisting

of discrete scatterers with positions based on the gross shape was investigated. The

complete physical model was investigated via comparisons of simulated and actual

images.

5.1 Image Formation

Linear systems image formation models have been used previously for simulation

purposes in attempts to study statistical properties of scattering data [17, 18, 75].

In most work, the tissue model has been only 1D or 2D. In one exception [75], a 3D

tissue model was created, but only a 2D slice was used in the simulation. In that

work, the tissue structure was represented on a uniform grid with very fine spacing.

This raises an issue common to all simulation studies. In a discrete-scatterer model,

individual scatterers have positions on the continuum. In computing, positions are

approximated by either storing the position to the precision of the data type used or

by representing the entire medium by a grid with sufficiently fine spacing. For large
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surfaces represented in 3D, positioning on the continuum can significantly reduce

the computational resources required for storage while remaining consistent with the

theoretical model. In an early study in this area, the surface was represented by a

3D grid with sub-wavelength (approximately λ/5) spacing [76]. In this chapter, the

tissue model is still 3D but with scatterer placement on the continuum.

5.1.1 Imaging System Model

Recall from Chapter 4 that the RF image can be modeled as a linear system with

PSF, h(r; r0), and tissue reflectivity, q(r),

irf (r) =
∫
dr0 q(r0)h(r; r0). (5.1)

For the experimental parts of this dissertation, the PSF is assumed to be shift-

invariant, h(r; r0) = h(r− r0), allowing the integral to be written as a convolution,

irf(r) = h(r) ∗ q(r). (5.2)

The PSF is further simplified as in Chapter 4 by modeling with a 3D Gaussian

envelope, A(r), resulting in the following expression for the PSF, with wavenumber,

k0,

h(r) = A(r) cos(2k0z) (5.3)

A(r) = e−x2/σ2
xe−y2/σ2

ye−z2/σ2
z (5.4)

where the standard deviations, σx, σy, σz, denote the beam widths in each of the

directions. The envelopes of the RF images were generated along the axial dimension.

Envelope detection was accomplished by taking the magnitude of the complex signal,

generated with the Hilbert transform.

5.1.2 Surface Model

The surface was modeled as a collection of discrete scatterers, a representation that

has many advantages over the continuous representation used in existing models.

These advantages stem from a simplified view of the combined effects of system and

tissue characteristics. In this discrete-scatter representation, each scatterer represents

a major scattering element of size smaller than a wavelength. The roughness of
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surfaces is typically characterized in such a way that small (sub-wavelength) hills and

valleys cover the surface. A hill or valley pointing in the direction of the transducer

could be considered a major scattering element in this model. In this approach, a

collection of small scattering elements comprised the entire acoustic representation of

the surface.

For this work, the following advantages of the discrete representation make it

an attractive choice:

• Computation is simplified because the small scattering elements enable a uni-

fication of structure and imaging system in a linear systems approach. For a

continuous representation, the surface integral equation for the scattered wave-

field would have to be computed numerically for each frequency of the incident

wavefield then summed to calculate the image.

• A similar intuitive simplicity results from considering the surface as a collection

of distinct elements, with their contributions adding constructively or destruc-

tively depending on phase separation, rather than considering the solution to a

surface integral equation.

• The discrete-scatterer model allows use of the convenient random-phasor-sum

analysis of scattering. Most probabilistic models are based on that model,

providing an extensive background of previous work for the development of a

new probabilistic image model.

Continuous surfaces contain structure inherently larger than a wavelength,

violating the assumption that scattering regions are small relative to a wavelength.

Insana [57] notes that studies have shown that the linear models appear to apply well

to surfaces, anyway. The applicability to surfaces is still relatively untested, though.

The further simplification of reducing an entire surface to a collection of its major

scattering elements was, to my knowledge, untested before this work.

The gross surface was represented as a triangulated surface, i.e., a set of tri-

angular elements defined by their vertices and edges. The triangulated surface rep-

resentation can be easily produced from a volume segmentation using the Marching

Cubes algorithm [36, 77]. While only the triangles were used, this representation

inherently defines second-order (curvature) information, which could be used for a

more nearly accurate description of the surface [36]. Furthermore, several computa-

tional algorithms exist in the computer graphics arena for the manipulation of these

surfaces.
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The discrete version of the surface permits a wide variety of medium para-

metrization. Scatterer spacing on the surface can be characterized in many ways,

from completely regular spacing to random spacing. For example, models that fun-

damentally describe spacing regularity in 1D scattering arrangements are now being

extended [18] to multiple dimensions. In addition to spacing, the surface can be

characterized by the concentration of scatterers. Surface roughness can also be incor-

porated independently as a perturbation of each scatterer in the direction normal to

the surface.

Any choice for distributing scatterers on the surface results in a discrete rep-

resentation consisting of a collection X = {ri, i ∈ [1, .., N ]} of N scatterers, with

scatterer i of amplitude Ai at position (ri). The reflectivity function consists of a

sum of appropriately scaled 3D delta functions, δ(r− ri),

q(r) =
N∑

i=1

Aiδ(r− ri). (5.5)

The RF image is then a sum of scaled and delayed versions of the PSF,

irf (r) = h(r) ∗ q(r) (5.6)

=
N∑

i=1

Aih(r− ri). (5.7)

In the frequency domain, the convolution is a product, allowing the tissue response

to be represented as a sum of scaled delay terms,

Irf(u) = H(u)Q(u) (5.8)

= H(u)
N∑

i=1

Aie
−j(uṙi) (5.9)

where

irf(r)
F3←→ Irf(u) (5.10)

where F3 denotes a 3D Fourier transform relationship.

The system response is assumed to be bandlimited, thus the image response can

be computed exactly for any number of scatterers, without the limitation on scatterer

positions imposed by a uniform grid as in [75, 76]. Computation can be performed in
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the spatial domain as a sum of shifted versions of the PSF. Alternatively, a complete

tissue response can be computed in the frequency domain, with the image computed

using an inverse transform of the product of tissue and system responses.

5.2 Methods

Models were evaluated by comparing ultrasonic images of a cadaveric vertebra in vitro

to simulated images. The vertebral surface provides a good medium for evaluation

because of its intricate curvature and sub-wavelength roughness. The models could

potentially be used to describe images of any rough surface, however. Imaging of

the spine, the vertebrae in particular, is of interest in the area of treatment guidance

(delivery of radiosurgery and guidance of traditional surgery) based on CT images of

the spine as described in Chapter 2.

The weak scattering assumption inherent in the linear systems model is violated

for the bone surfaces used here, although we are primarily interested in accurately

representing scattering coming directly from the bone. Additional scattering that

results from the high scattering strength, i.e., multiple reflections, is not necessary in

the model at this point.

In the next section, simulated images are compared to actual images of the same

vertebra. Registration between the actual and simulated images was achieved using

methods and equipment from image-guided surgery, including optical localization

for tracking the ultrasound probe and methods for registration of the images and

vertebra. For a description of similar methods, see, e.g., [3].

A satisfactory quantitative measure for evaluating the model is elusive. Such

a measure is desirable in many instances; first, to quantify the basic performance

of the model, second, as a basis for improving the model and choosing parameter

values, and finally, for use as a cost function for image analysis. Specifically, the

difficulty is in quantitatively comparing the simulated and actual images. From the

deterministic description of gross shape, even two simulated images would be expected

to have significant variation at the pixel level because of the random description of

the microstructure.

Simple quantitative measures, e.g., energy of a difference image, correlation

coefficient, etc., were investigated briefly by attempting to “match” two images sim-

ulated from the same image plane over a 2 mm range of translation. While such

measures were productive for images with coherent scattering (accurately identifying



63

the true translation), the measures were ambiguous around the correct translation

for images with only texture from incoherent scattering. The failure of these simple

comparisons makes sense. No theoretical basis exists for evaluating the similarity

between two arbitrary random variables by taking the difference energy, correlation,

etc. of two samples of that random variable.

Accuracy of registration between the actual images and the anatomical surface

is a further limitation. The 2 mm error in registration is far greater than the difference

in image registration that can be detected visually. Even if a meaningful quantitative

measure did exist, evaluation would require an almost exact registration between the

actual images and those simulated from the anatomical surface.

Finally, these problems further motivate the need for a pixel-based image model

based on system characteristics and the gross and microstructural surface characteris-

tics. In addition to satisfying the needs for model-based image analysis (and a means

for more accurate registration), such a model would also provide the theoretical basis

for development of a quantitative measure for model evaluation. The probabilistic

model is the focus of Chapters 6, 7 and 8 of this dissertation. In this chapter, model

validity has been assessed by visual comparison of the simulated and actual images.

Attention has been directed to the location and extent of scattering, specifically the

texture and relative intensities in the image and the sites of coherent and incoherent

scattering.

Data for this chapter were collected using image-guided surgery equipment and

methods as described in Chapter 2.

5.2.1 System Model Implementation

The system was modeled using the simplified PSF model of equation 5.3. The center

frequency, fc = 6.0 MHz, was given by the manufacturer. The PSF was assumed spa-

tially invariant for this study, and the elevation and lateral PSF widths, σy = 1.5 mm

and σx = 0.5 mm, were calculated from equations given by the manufacturer. The

axial width, σz , was chosen to be 0.2 mm. It was selected from a range of approxi-

mately 0.15 to 0.4 mm based on visual comparison of actual images (from the Tetrad

system) to images simulated with the various values for the width. In this study, ex-

act relations between the PSF parameters and the actual system characteristics were

not considered significant, and the approximate values used were deemed sufficient

because of the quality (determined visually) of the results.
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5.2.2 Surface Model Implementation

In images of bone surfaces, attenuation is a significant effect that warrants consider-

ation. We make the assumption that bone is completely attenuating, or occluding.

Before the discrete scatterers were generated, the surface was modified to account

for this effect. A ray-tracing approach was used to determine visibility and was im-

plemented using a modified version of the well-known computer graphics algorithm

called Hidden Surface Removal [46]. In typical use of this algorithm for rendering

a surface to a display, each triangle is projected onto the viewing plane, rasterized

according to the display grid, and processed under lighting assumptions to generate

an intensity value. During processing, the depth (Z) at each screen pixel is stored

in a “Z buffer” so that only the closest triangle is displayed. In this case, the index

of the closest triangle was stored instead of the rendering intensity, and, instead of

displaying the Z Buffer, its contents were used to remove those triangles that were

not visible to the transducer. A more nearly exact approach in this case would have

been to “clip” those triangles which are partially occluded, but the computational

intensity of such an approach makes it unsuitable at this time.

After accounting for occlusion, a collection of discrete scatterers was gener-

ated for the remaining triangles to form the acoustic model of the surface. We have

parametrized the distribution of scatterers on the surface according to concentration

(scatterers/area) and surface roughness. For each triangle, the number of scatterers

was calculated as the product of the triangle area and scatterer concentration. The

in-plane position of each scatterer was then generated from a 2D uniform distribution

over the triangle. Scatterer position, y ∈ IR3, was generated from two uniformly-

distributed random variables, λ1 and λ2 for triangle vertices, x1, x2, x3 ∈ IR3 as fol-

lows:

1. Generate λ1, λ2 ∼ U [0, 1] until λ1 + λ2 ≤ 1,

2. y = x3 + λ1(x1 − x3) + λ2(x2 − x3),

where the triangle borders and interior are represented by the combination of the

point x3 and the vectors x1 − x3 and x2 − x3 with λ1, λ2 ∈ [0, 1]. After the in-plane

position was determined for each scatterer, it was perturbed in the direction normal

to the surface to account for roughness. The perturbation was generated from a

Gaussian-distributed random variable, with roughness characterized by the standard

deviation of that perturbation.
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In our investigation, we used surface scatterer concentration values between 50

and 150 scatterers/mm2. For surface roughness, standard deviations between 0.001

and 0.1 mm were used. Changes in the concentration and roughness yielded modest

changes in the images. The most visible change was a decrease in the coherent

scattering sites when the roughness was nearly one wavelength. In the images that

follow, scatterer concentration of 64 scatterers/mm2 and surface roughness of 0.01

mm were used because the texture and intensity produced in the simulations were

similar to those of the actual images.

Images were acquired and simulated for several image planes across the entire

vertebra. Images in the results section are for one such image plane that contained a

mix of coherent and incoherent scattering, as well as substantial out-of-plane effects.

Performance of the simulation was similar for other images, when based on visual

appearance.

5.3 Results

These methods were used to generate simulated images of a cadaveric vertebra. The

images were compared to actual images of the same vertebra, with accuracy assessed

via visual comparison (see Methods). The primary characteristics of interest were

variations in texture and intensity, with attention to locations of coherent and inco-

herent scattering.

Figure 5.1 shows images typical of the results. The image plane is the sagittal

plane, several views of which are shown in Figure 5.2 over the rendered surface.

The major vertebral structures are, from left to right, the facet joint, the lamina

and the inferior articular process. The image plane was oriented obliquely to the

curvature of the facet joint, resulting in a broad texture of incoherent scattering.

The lamina was oriented normally to the image plane, resulting in intense coherent

scattering. The orientation of the inferior articular process varies along its surface,

resulting in intense coherent scattering at the top of the process and various textures

from incoherent scattering along the sides of the process. Note that some incoherent

scattering texture, e.g., along the facet joint and articular process, exists in regions

that are flat in the lateral dimension. This incoherent scattering is a result of the

oblique orientation in the elevation dimension and is reproduced in the simulated

image.
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Actual Image

Simulated Image

Figure 5.1: Actual and simulated images showing incoherent scattering from the inside
of the facet joint (left), coherent scattering from the lamina (center), and incoherent
and coherent scattering from the inferior articular process (right).

Side Back Top

Figure 5.2: View of image plane overlayed on surface rendering

Figure 5.3 shows a closer view of the inferior articular process from the previous

images, revealing substantial similarities. At the peak of the process, coherent scat-

tering is evident in both images, with similar intensities relative to the surrounding

texture. The surrounding texture on the sides of the process is of similar width and

character as well. There are, however, differences between the two images. At the

peak of the process, the coherent scattering in the simulated image is wider laterally

and narrower axially than in the actual image. The incoherent texture is of slightly

different character in the two images, perhaps a little sharper in the simulated image.

As seen in the next figure, though, variation at this subtle level is well within the

range of observed image variation within the accuracy in tracking the probe (around

2 mm).
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Actual Image

Simulated Image

Figure 5.3: Close-up of actual and simulated images from previous figure showing
only the inferior articular process of the cadaveric L4 vertebra.

The images in Figure 5.4 are all simulated, from image planes separated by

0.4 mm in the elevation dimension, from lateral (top) to medial (bottom). The six

images cover the range of expected error in tracking the probe. Note the wide varia-

tion relative to the differences between simulated and actual images in the previous

figures. Specifically, note on the left of the images the change in location and extent

of scattering from the inside of the facet joint. In the top image, the image plane

cuts through the upper point of the facet joint, where the surface of the joint is more

oblique to the image plane. The result is a texture that is wider axially since scatter-

ing returns from a broader part of the surface. Similarly, the contributions from the

curved aspect of the lamina (between the lamina and inferior articular process) in the

top image do not appear in the other images. Finally, the curved region between the

lamina and facet joint in the actual image of Figure 5.1 appears in various forms in

some of the simulated images.

The high sensitivity of the images in Figure 5.4 to change in the image plane is

due to translation only. Registration inaccuracy includes error in both translation and

rotation. Rotation of the image plane, or equivalently the object, also causes changes
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Figure 5.4: Six simulated images from planes separated by 0.4 mm in the eleva-
tion dimension (covering a total of 2 mm). Note the substantial variation in image
characteristics due to the curvature of the vertebral surface.



69

in the image. Of course, the degree of change depends on the origin of rotation, thus

effects of rotation depend on the choice of coordinate systems for representing the

image plane and the object. The effects can be misleading because of the dependence

on an origin and can be difficult to visualize. They are a part of the registration prob-

lem, however, and add another dimension to the problem of validating the proposed

model.

The images of Figure 5.4 show that the model can produce visibly similar im-

ages well within the variation expected due to tracking error. The high sensitivity to

image plane makes model validation a difficult one. Images could be simulated over a

range of translation and rotation, with a best match chosen based on visual similarity.

A range of two degrees in each rotation dimension and two mm in each translation

direction would produce several hundred images, however, requiring significant com-

putation time and hours of analysis for a result that would still be subjective.

5.4 Discussion

These results indicate that much of the observed variation in ultrasonic images of

rough surfaces can be accounted for with a relatively simple model for the com-

plete imaging process. The parametrized discrete-scatterer model for representing

the acoustic properties of the surface is a simple approximation to the continuous

description commonly used. The assumptions of separability and Gaussian beam

widths for the PSF are simple approximations as well. For such simple models, how-

ever, the simulated images are quite remarkable in the amount of detail produced and

the overall similarity to the actual images.

Much of the image variation, thus, can be obtained from only the gross surface

shape with some assumptions about the basic characteristics of the surface roughness

and the imaging system. Slight variation in the gross shape is apparent in the images,

warranting the “highly-detailed” shape representation advocated by others for image

analysis [8]. The linear systems imaging model used here contains basic characteristics

that produce both coherent and incoherent scattering. The 3D PSF must be used,

however, since out-of-plane aspects of the gross surface shape can induce a substantial

contribution to the images. The simple microstructural model used here produced

good visual similarity in the texture and intensity of the actual and simulated images.

Limitations in the accuracy of registration of phantom and images, along with the

absence of an appropriate quantitative measure of similarity between simulated and
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actual images, prevent further evaluation without the image model of later chapters.

Again, the physical models of this chapter provide the basis for that devlopment.

Refinement of the model is a topic of relevance in each chapter of this disser-

tation. The models could be refined in many ways. For instance, the surface charac-

terization could be modified with various parametrizations of the discrete-scatterer

representation. The PSF could be refined at many levels, including numerical mod-

eling, removal of the separability assumption, or modeling of the spatial variation.

The Hilbert-transform-based envelope detection scheme used here is an ideal method.

Many imaging systems use simpler schemes, however, and these could be included in

the modeling. Refinements should be made based on an improvement in performance,

and the relevant area of performance in this work is inference of shape. Under that

premise, significant refinements or modifications were left for future work so that ef-

fort could be focused on developing the image model and investigating its potential

in inference.

For the purposes of tissue characterization in rough surfaces, the discrete-

scatterer model could potentially have advantages over continuous representations,

even for characterization at the microstructural level. A typical approach to tissue

characterization is to develop a parametrized model for the tissue microstructure,

then estimate parameters of the model for classification. The discrete representation

may make varying the parametrization of the surface easier. The extension of ex-

isting probabilistic models for tissue characterization may be simpler than for image

analysis, with beneficial results without inclusion of the PSF, for instance. Also,

investigation using the discrete representation is computationally simpler than the

continuous representation, simplifying the required analysis.

For any application of the model to clinical images, a patient-specific model

of the gross shape would be required. The images in Figure 5.4 show that ultrasonic

images can be quite sensitive to the gross shape. An accurate model can be difficult

to obtain, though, and it would have to be acquired in the clinic. In pattern theory,

this difficult problem of inferring shape is approached with deformable templates [8, 9]

(see Chapter 3). For a single category of shapes, e.g., lumbar vertebrae, a model for

any new shape is found by estimating a transformation that relates the new structure

to a similar template structure. For example, for lumbar vertebrae, a representative

vertebral surface would be built very carefully from CT images of a “typical” patient.

The surface of any new lumbar vertebra, either that of a new patient or another

from the lumbar spine of the same patient, is then found as a transformation of
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the template, instead of performing the difficult task of creating, effectively, a new

template shape.

While the model has been tested only for images of vertebrae, it is applicable

to the surface of any anatomical organ, e.g., arterial surfaces, the surface of the liver,

etc., given only gross shape and parameters for the concentration and roughness.

While images of these organs are typically used to characterize the interior of the

structure, information about the surface can also be useful, both in tissue character-

ization and in identification of structure position. Evaluation with these soft-tissue

structures using a similar approach to that used here would be more difficult due to

increased difficulties in tissue registration. For example, isolation of the tissue sur-

face for imaging in vitro with either CT or ultrasound would be difficult with soft

tissue. For such structures, evaluation would probably have to be based on in vivo

images. Tissue models would have to be modified to account for movement of the

tissue between CT imaging and ultrasonic imaging. Modeling and compensation for

movement between scans is an additional image analysis problem. With soft-tissue

structures, the variation in surface shape is substantially more complicated, involving

elastic deformation instead of the rigid motion incurred by a vertebra. Inclusion of

the surrounding volumes of tissue in the model adds another level of complexity as

well.

For the purposes of image analysis, the tissue surrounding a surface raises

an interesting point. Some structures are more appropriately characterized by their

interior than by their surface. The same model-based approach to image analysis is

applicable, and a similar probabilistic data model representing image as a function

of gross shape is required. The discrete-scatterer basis of the surface model used

here could also provide a foundation for modeling volumes. The model could be

evaluated and parametrized in similar fashion, and extension to a probabilistic model

incorporating the PSF is expected to be similar for volumes.

5.5 Conclusions

A physical model was developed for formation of ultrasonic images of rough surfaces

based on a discrete-scatterer model for the rough surface and a simple 3D PSF repre-

senting the imaging system. The representation of an entire surface by a collection of

discrete scattering elements was untested before this work. The model was developed

specifically for application to model-based image analysis, with a design that was both



72

computationally efficient and extendable to a probabilistic form. Simulated images

were generated from the model which were visually similar to actual images of the

same structure. The model provides the basis for the development of a probabilistic

image model in later chapters.
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Chapter 6

Amplitude Mean and Variance for

the Random Phasor Sum

The tissue and system models of the previous chapter were developed explicitly for

extension to a probabilistic model representing image intensities as a function of un-

derlying structure shape. The models are relatively simple but produce substantial

complexity when analyzed in terms of a random phasor sum. In this chapter, methods

are explored for computing the amplitude mean and variance of the random phasor

sum. The technical issues involve characterization of the amplitude in terms of proba-

bility densities for elements of the random phasor sum, i.e., N , the number of phasors,

A, the phasor amplitude, and φ, the phasor phase. Implications for application to

the shape-based image model will be mentioned along the way.

6.1 Image Formation as a Random Phasor Sum

Recall from previous chapters the physical model for image formation. Since the

discrete-scatterer tissue model has been used, image formation can be modeled with

a random phasor sum as in Chapter 4. At any pixel, with position r, the quantity of

interest is the amplitude of the phasor sum, i(r), which has the following form from

Equation 4.70,

i(r) =
Nr∑
i=1

qiA(r; ri)e
jφi (6.1)
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where Nr is the number of scatterers in the pixel’s resolution cell, and, for each

scatterer i, qi is the reflectivity, A(r; ri) is the position-dependent amplitude of the

PSF envelope, and φi = −2k0zi is the position-dependent phase. For simplification,

the scatterer strength and envelope amplitude will be combined as Ai = qiA(r; ri) to

denote the phasor amplitude for scatterer i.

For any tissue of interest, including the discrete-scatterer surface model of

Chapter 5, components of the phasor sum are random. For a given pixel, the

strengths, locations, and number of scatterers in its resolution cell are random and

produce random amplitude, Ai, and phase, φi in ways that depend on the system

PSF. Furthermore, for a given surface shape, these interactions change at every pixel,

motivating the comprehensive model of this dissertation.

The image model requires a probability density function, p|i(r)|(|i(r)|), describ-

ing the echo amplitude at each image pixel. The effects of shape on local densities for

N , A and φ, can significantly affect the amplitude density. General solutions for the

amplitude density, however, can be quite complex as seen in Chapter 4. In this work,

instead of focusing on an exact form for the amplitude density and dismissing local

effects due to shape and system characteristics, the amplitude is characterized by its

mean and variance at every pixel with comprehensive treatment of the shape, mi-

crostructure and system characteristics. The derivation begins by following [65, 67]

in using the complex Gaussian approximation for the complex sum. The complex

Gaussian density is then used as a basis for characterizing the amplitude of the sum

by its mean and variance.

6.2 The Gaussian Approximation to the Complex

Sum

This development follows that of Beckmann [67], primarily, with the exception that,

here, N is treated as random. Typically, N is assumed to be large enough that the

sum is complex Gaussian [65, 67]. Formally, this holds asymptotically and requires

some independence assumptions. Practically, the sum can be considered complex

Gaussian for N ≥ 25 [67]. The sum can be written in terms of its real and imaginary
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components, denoted x(r) and y(r), respectively, as

i(r) =
Nr∑
i=1

Aie
jφi (6.2)

=
Nr∑
i=1

Ai cosφi + j
Nr∑
i=1

Ai sinφi (6.3)

= x(r) + jy(r). (6.4)

In general, for a complex random variable, x + jy, the complex Gaussian density is

given as in Equation 4.72,

px,y(x, y) =
1

2πσxσy

√
1− r2

exp

{
− 1

2(1− r2)

[
(x− µx)

2

σ2
x

− 2r
(x− µx)(y − µy)

σxσy

+
(y − µy)

2

σ2
y

]}
(6.5)

where µx and σ2
x are the mean and variance of the real component, µy and σ2

y are

the mean and variance for the imaginary component, and r = E(xy)−E(x)E(y)
σxσy

is the

correlation coefficient. Several assumptions are usually made to simplify this form

(see Chapter 4), but, since some of those assumptions will not always hold in this

work, the development will proceed from this point. For any densities describing

N,Ai and φi, the complex sum can be characterized by computing the means and

variances of the real and imaginary components and the correlation coefficient.

The typical assumptions made in the phasor sum analysis involve the follow-

ing [65, 67]:

1. Independence of individual phasor quantities, Ai ⊥ Aj, φi ⊥ φj, i 6= j,

2. Independence of the number of scatterers from other quantities,

3. Independence of amplitude and phase for each phasor, Ai ⊥ φi,

4. Identically distributed amplitudes and identically distributed phases,

5. Symmetric phase distributions that allow rotating the phasor sum to align with

the real axis (see Chapter 4).

Assumptions (3) and (5) will be too strong to hold at all times in this work, thus the

development that follows assumes only (1), (2) and (4). Effects of assumptions (3)

and (5) will be mentioned throughout and also used for illustration purposes.
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6.3 Computing the Complex Gaussian Parameters

The r dependence, indicating the pixel basis for the sum, will be dropped for the

rest of this development, although the importance of the implied pixel-based model

cannot be understated. The parameters of the complex Gaussian are given by the

following well-known relations:

µx = E(x), (6.6)

µy = E(y), (6.7)

σ2
x = E

[
(x− E(x))2

]
= E

(
x2
)
− E2 (x) , (6.8)

σ2
y = E

[
(y − E(y))2

]
= E

(
y2
)
− E2 (y) , (6.9)

r =
E(xy)−E(x)E(y)

σxσy
. (6.10)

Consider first the mean of the real component (the mean of the imaginary

component will be analogous). The real component, x, of the sum is given by a sum

of weighted cosines,

x =
N∑

i=1

Ai cos φi. (6.11)

The mean can be computed via the expectation, E(·), as follows: using (1) the iter-

ated expectation [78] to compute the mean via a conditional expectation for random

N , (2) linearity of the expectation, and (3) the i.i.d. (independent and identically

distributed) nature assumed of different scatterers. Expectations are with respect to

the variables in each argument.

µx = E(x) (6.12)

= E

(
N∑

i=1

Ai cosφi

)
(6.13)

=
(1)

E

[
E

(
N∑

i=1

Ai cos φi|N
)]

(6.14)

=
(2)

E

[
N∑

i=1

E (Ai cosφi)

]
(6.15)

=
(3)

E [NE (Ai cosφi)] (6.16)

= E (N)E (Ai cosφi) . (6.17)
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This result allows the mean of the real component to be computed in terms of the

means of N and Ai cosφi. Given a shape model, these quantities will generally vary

at the pixel level and must be computed from phase, amplitude and number densities

derived specifically for that pixel.

The variance of the real component can be calculated similarly. First, the

individual real components, Ai cos φi, of the sum will be denoted xi for simplification,

x =
N∑

i=1

Ai cosφi =
N∑

i=1

xi. (6.18)

The variance calculation requires the second moment of x. It can be calculated as

follows, using (1) the iterated expectation, (2) the linearity of the expectation, and

(3) independence of different samples:

E
(
x2
)

=
(1)

E
[
E
(
x2|N

)]
(6.19)

= E


E


 N∑

i=1

xi

N∑
j=1

xj




 (6.20)

=
(2)

E


 N∑

i=1

N∑
j=1

E (xixj)


 (6.21)

E (xixj) =
(3)



E (x2

i ) i = j,

E2 (xj) i 6= j.
(6.22)

= E
[
NE

(
x2

i

)
+N(N − 1)E2 (xi)

]
(6.23)

= E(N)E
(
x2

i

)
+ E

(
N2 −N

)
E2 (xi) (6.24)

= E(N)σ2
xi

+ E(N2)E2(xi). (6.25)

The variance is then easily obtained by combining this expression with the previous

result for the mean of the real component,

σ2
x = E(N)σ2

xi
+ E(N2)E2(xi)− E2(N)E2 (xi) (6.26)

= E(N)σ2
xi

+ σ2
NE

2 (xi) . (6.27)

This result is true, in general, for a sum of i.i.d. random variables [79]. For determin-

istic N , σ2
N is zero, and this expression simplifies to that in [67] and the well-known

result that the variance of a sum of i.i.d. variables is the sum of the variances [78].
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The additional term adds the variance in the number of scatterers scaled by the power

in the individual real components.

The previous expression for the variance can be written out to show the de-

pendence on the densities for N,A, and φ.

σ2
x = E(N)

[
E(A2

i cos2 φi)−E2(Ai cos φi)
]
+ σ2

NE
2(Ai cosφi).

(6.28)

Note that the entire expression can be computed from the first and second moments

for N and Ai cosφi.

The variance of the imaginary component is identical with the exception of a

sin term instead of the cos term in equation 6.28,

σ2
i = E(N)

[
E(A2

i sin2 φi)−E2(Ai sin φi)
]
+ σ2

NE
2(Ai sinφi). (6.29)

For the correlation coefficient, the expectation, E(xy), of the product of the

real and imaginary components must be computed. The computations are similar to

those for the variance.

E(xy) = E


∑

i

Ai cos φi

∑
j

Aj sinφj


 (6.30)

=
∑

i

∑
j

E (Ai cosφiAj sin φj) (6.31)

E (Ai cosφiAj sin φj) =



E (A2

i cosφi sinφi) i = j,

E (Ai cosφi)E (Aj sinφj) i 6= j.
(6.32)

= E(N)E
(
A2

i cos φi sin φi

)
+

E(N2 −N)E (Ai cosφi)E (Aj sinφj) . (6.33)
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Derivations of the mean and variance of the imaginary component are similar.

In summary, the parameters are given by the following equations:

µx = E(N)E(Ai cosφi), (6.34)

µy = E(N)E(Ai sin φi), (6.35)

σ2
x = E(N)E(A2

i cos2 φi) + σ2
NE

2(Ai cosφi), (6.36)

σ2
y = E(N)E(A2

i sin2 φi) + σ2
NE

2(Ai sin φi), (6.37)

r =
1

σxσy

[
E(N)[E(A2

i cosφi sin φi)−E(Ai cosφi)E(Ai sinφi)] +

σ2
NE(Ai cos φi)E(Ai sin φi)

]
. (6.38)

Again, the expressions depend only on the first and second moments of N , Ai cosφi

and Ai sinφi. In cases where no more assumptions are made, these results will be

computed using numerical integration techniques.

The assumptions that are typically made in phasor sum analyses of scatter-

ing simplify the expressions a great deal. First, if amplitude and phase are con-

sidered independent for each scatterer (Ai ⊥ φi), all expectations involving Ai and

cosφi or sinφi can be computed as products of expectations, e.g., E(Ai cosφi) =
Ai⊥φi

E(Ai)E(cosφi). If, in addition, the phase is assumed to be symmetric about zero,

the expected value of sin φi is zero, and the mean, µy, of the imaginary component

becomes zero as well as the correlation coefficient, r.

Example: Sensitivity of the Complex Gaussian Parameters to the Phase

Density

Much of the sensitivity to the phasor sum involves the phase density. A good choice

for illustration purposes is a uniform density centered about 0 and having a width

2a, i.e., uniform on the interval [−a,+a]. Specifically, let

pφ(φ) =




1
2a
−a ≤ φ ≤ a,

0 else.
(6.39)

where the subscript i has been dropped for convenience. Again, for simplicity, assume

that amplitude and phase are independent and that phase is distributed symmetrically

about zero. Then the first and second moments of the cosφ and sinφ terms needed

for Equation 6.28 can be computed easily (also given in [67]). For deterministic
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N and deterministic, unity A, these moments demonstrate the contribution of the

phase density to the real and imaginary components. Analytic expressions for the

moments are given in Table 6.3 and plotted in Figure 6.1 as a function of the density

width, a. At a = 0, or constant phase, the mean value is one and the variances zero,

as expected. For a ∈ [0, π], as a approaches π, the mean value decreases and the

variances increase to limits that correspond to the Rayleigh density. The Rayleigh

result is produced by phase uniformly distributed on the interval [−π,+π]. Since any

interval [−nπ,+nπ], n an integer, is equivalent to [−π,+π], the Rayleigh limit is also

seen for any integer a. As n increases, the deviation from uniform phase decreases

and the deviation from the Rayleigh limits for the mean and variances also decreases,

as can be seen from the figure.

Component Expression
E(cosφ) sinca
E(sinφ) 0
E(cos2φ) 1

2
(1 + sinc2a)

E(sin2φ) 1
2
(1− sinc2a)

σ2
cos φ

1
2
(1 + sinc2a− 2sinc2a)

σ2
sinφ

1
2
(1− sinc2a)

Table 6.1: First and second moments of real and imaginary components for φ ∼
U [−π, π] and unity A and N .
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Figure 6.1: Plots of mean and variances with variation of phase density width, a
(deterministic, unity N and A). The statistics are Rayleigh (mean and variances at
dotted lines) at integral multiples of π and converge to the same as a increases.
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When the phase density is uniform over an integral multiple of π, E(cosφ) is

zero, eliminating those terms including it. As a result, the mean of the real component

is zero, and the variances of the imaginary and real components are simplified and

equal and depend only on the expected value of N and the second moment of the

amplitude,

For φ ∼ U [−π, π], σ2
x = σ2

y =
1

2
E(N)E(A2

i ). (6.40)

In other words, as the contribution of the phase density becomes negligible, the

statistics become Rayleigh. Likewise, assumption of the Rayleigh density implies

that the phase density does not contribute. The simplicity of the Rayleigh density

makes it attractive for constructing an image model. In cases where the phase density

is important, e.g., when echoes are coherent, the Rayleigh assumptions do not apply.

Because the coherent echoes are an important part of the basic image features, there

is a strong incentive for developing a procedure for classifying pixels as Rayleigh or

non-Rayleigh.

6.4 Computing the Amplitude Mean and Variance

The amplitude of the complex sum is still the quantity of interest in characterizing

commercial images. As discussed in Chapter 4, much research has focused on deriving

probability densities for the amplitude. Many of those results require assumptions

that will be too strict to meet the needs of the image model. For instance, the com-

monly used combination of Rayleigh and Rician densities [11] cannot even completely

model the variation in the simple uniform phase distribution example of the previous

section. Others, e.g., the k-distribution and generalized-k, although sufficiently gen-

eral, would have impractical computational requirements for this image model and

also produce a level of detail that is of little utility here. In this work, accuracy in the

form of the pixel densities is weighed against accuracy in describing the differences

in pixel densities. Of special importance in this work is how the densities vary when

the shape changes, i.e., when the likelihood of a different transformation of the shape

is being assessed. With this in mind, the mean and variance of the amplitude are

reasonable choices for a first approximation.
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The amplitude of the complex sum is given by ρ =
√
x2 + y2. The amplitude

mean, µρ, is computed as an expectation over the complex Gaussian density,

µρ = E
(√

x2 + y2

)
(6.41)

=
∫∫ √

x2 + y2 px,y(x, y)dx dy (6.42)

=
∫∫ √

x2 + y2
e
− 1

2(1−r2)

[
(x−µx)2

σ2
x

−2r
(x−µx)(y−µy)

σxσy
+

(y−µy)2

σ2
y

]
2πσxσy

√
1− r2

dx dy. (6.43)

In general, no closed form solution exists for this integral. In computations for the

image model, the statistics have been assumed Rayleigh whenever applicable, and,

otherwise, Simpson’s rule [80] has been used to compute the integral 6.43 numerically.

In contrast to the mean, the variance is quite simple to calculate. Starting with

the standard expression for the variance, a relationship can be derived in terms of the

second moments of the real and imaginary components and the amplitude mean,

σ2
ρ = E

(
ρ2
)
− E2(ρ) (6.44)

= E
(
x2
)

+ E
(
y2
)
− µ2

ρ. (6.45)

The second moment of the real component, E(x2), was given in Equation 6.25. This

quantity, and E(y2), the second moment of the imaginary component, are easy to

compute given the necessary moments for N , Ai cos φi and Ai sinφi.

For many cases, the statistics will satisfy the Rayleigh density, parameterized

by a single constant α,

pρ(ρ) =
ρ

α2
e−

ρ2

2α2 . (6.46)

The mean of a Rayleigh density is well-known [78] and can easily be derived from

this development [67],

µρ = α

√
π

2
=

1

2

√
πE(N)E(A2

i ). (6.47)

The variance for the Rayleigh-distributed random variable is given by

σ2
ρ =

(
2− π

2

)
α2 =

(
1− π

4

)
E(N)E(A2

i ). (6.48)



83

The simplicity of the relations between the Rayleigh mean and variance and the

moments of N and Ai makes the Rayleigh density an attractive choice for the image

model. The difficulty is in classifying a given pixel as Rayleigh or non-Rayleigh. In

this regard, an important quantity for a Rayleigh-distributed random variable is the

ratio of the mean to the standard deviation, often termed the SNR0 [11], which has

a constant value of 1.91,

SNR0 =
µr

σr
= 1.91. (6.49)

Because this ratio is a constant, it can be used to classify a pixel as Rayleigh or

non-Rayleigh. Specifically, if the amplitude mean and variance are computed (as

in the expressions of the previous sections), the SNR0 can be computed, and the

result can be used in a decision to approximate a pixel as Rayleigh or not. If the

result could be predicted using some more fundamental descriptor of the scattering

elements, i.e., the axial extent of the distribution of scatterers for a given resolution

cell, computation could be simplified since some parameters of the complex Gaussian

could be neglected and the amplitude mean and variance could be computed from the

previous expressions for the Rayleigh density. Such an approach will be considered in

the next section and subsequent chapters, although it will be found to have limited

application in some cases of surface geometry and system characteristics.

Example: Sensitivity of the Amplitude to the Phase Density

The previous example showed the sensitivity of the complex Gaussian parameters to

the width of a uniform phase density. It is worth examining the effects on the am-

plitude statistics as well. In this example, the amplitudes Ai were deterministic with

unity amplitude, and phases, φi, were uniformly distributed on [−a,+a]. Amplitude

mean and variance were then computed for a varying phase-density width, a, for four

different values of N , as shown in Figure 6.2.

The figure contains several important details that lend insight to the rest of

this investigation. First, the mean decreases from a maximum of E(N) at a = 0 to the

Rayleigh limit at a = π, with deviation from the Rayleigh limit as seen previously for

the mean and variances of the complex sum. Note, however, that as N is increased,

deviation from the Rayleigh result increases, and the phase-density width required

for convergence to the Rayleigh result also increases. This result is an indication of

the high sensitivity of the amplitude to the phase interactions, and it is especially
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Figure 6.2: Amplitude Mean, Variance and SNR0 vs. width of uniform phase density
with N deterministic at various values. Again, the statistics are Rayleigh (mean and
variances at dotted lines) at integral multiples of π and converge to the same as a
increases. For higher values of N , however, convergence is slower and variations from
the Rayleigh result are larger.

important in the context of using the width of the phase density to predict whether

or not a pixel can be modeled as Rayleigh-distributed.

6.5 Relevant Issues for the Image Model

The relations derived here provide methods for computing the amplitude mean and

variance from pixel-based densities for N , Ai and φi, the elements of the random

phasor sum. Extension to the surface description of Chapter 5 will entail computing

these densities from local surface characteristics. Such computations will require ap-

proximations, and the assumptions that are made will be significant. Assumptions

typically made in the random-phasor-sum characterization of scattering will prove to

be too strict. The Rayleigh density and associated assumptions will play a special

role because of their simplicity. The Rayleigh result holds when phase can be dis-

regarded, but predicting when phase can be disregarded is not trivial. The SNR0

ratio for a Rayleigh density will prove to be a useful indicator of when to classify a

pixel as Rayleigh, but the ratio still requires substantial computation. In the end,
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the assumptions and approximations will require a tradeoff between computational

requirements and accuracy.
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Chapter 7

Image Model Statistics for

Surfaces: Theory

The previous chapter provided the basis for an image model based on the mean and

variance of the amplitude. Extension of those results to surfaces requires techniques

for computing the parameters of the complex Gaussian for arbitrary surfaces. For

surfaces, the random phasor sum depends locally on the intersection between the

surface and a 3D resolution cell representing the envelope of the PSF. Because of the

complexity of those interactions, approximations must be used. In the approxima-

tions, accuracy and computational requirements are competing objectives. In this

chapter, two approaches are outlined: one where the computations are made directly

from the triangulated representation for the surface, and one where the surface is lo-

cally approximated as planar. The direct approach provides better accuracy, but the

locally planar approximation is more efficient computationally and produces intuitive

relationships between the characteristics of the surface and imaging system.

7.1 The Random Phasor Sum and Tissue Surfaces

Because the amplitude mean and variance can be computed from the parameters for

the complex Gaussian, these parameters form the subject of interest in characterizing

images of surfaces. Recall from Equations 6.34 to 6.38 that the parameters are found

in terms of the local, pixel-based moments for N , the number of scatterers, and the

products of amplitude, Ai, and phase, φi, Ai cosφi, and Ai sinφi. The equations are
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listed again here for reference,

µx = E(N)E(Ai cosφi), (7.1)

µy = E(N)E(Ai sin φi), (7.2)

σ2
x = E(N)E(A2

i cos2 φi) + σ2
NE

2(Ai cosφi), (7.3)

σ2
y = E(N)E(A2

i sin2 φi) + σ2
NE

2(Ai sin φi), (7.4)

r =
1

σxσy

[
E(N)[E(A2

i cosφi sin φi)−E(Ai cosφi)E(Ai sinφi)] +

σ2
NE(Ai cos φi)E(Ai sin φi)

]
. (7.5)

All of the moment computations require surface integrals, where the region of interest

is the local intersection of the surface and the PSF resolution cell. The resolution

cell is simply a region around the pixel location in which scatterer contributions are

included. For the 3D Gaussian envelope used in this dissertation, the associated

resolution cell is an ellipsoidal volume with the lengths of the principal axes defined

by the widths of the Gaussian envelope. The resolution cell is described formally in

a later section. The item of importance here is the intersection surface, S∩, defined

as the intersection of the gross tissue surface and the local resolution cell. Note that

technically the intersection of surface and volume could also be a point, but this case

is not of interest and is not considered.

The moments of N and Ai cosφi require different computational approaches.

Depending on the model used for the number of scatterers, N , the moments for N

will depend in some way on the area of the intersection surface, S∩,

Area(S∩) =
∫∫

S∩
dA. (7.6)

For the rest of this dissertation, N is modeled as deterministic primarily for the

sake of simplicity. With the surface microstructure parametrized in terms of the

scatterer concentration, the moments for N will depend only on the product of the

scatterer concentration and the intersection area. For any realistic model of scatterer

distribution, the area of intersection would be an important quantity. For example,

for N random with Poisson density, the density parameter would also be the product

of the area of intersection and scatterer concentration [81]. The differences between

N deterministic and N Poisson are in the variance and second moment as described in
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the previous chapter. As shown in later sections, the area of intersection is computed

in different ways for the different approximations.

The first and second moments for the necessary functions of Ai and φi require

additional computations to the area of intersection. Recall that the scatterer ampli-

tude and phase are both functions of position and that the position is assumed to be

uniformly distributed on the surface. Expected values for functions of that position

can, thus, be computed with respect to a density for scatterer position. For scatter-

ers uniformly distributed over the surface, the density on the scatterer position, r, is

simply the reciprocal of the area of intersection,

pr(r) =
1∫

S∩ dA
for r ∈ S∩. (7.7)

The expectation of Ai cosφi is then given by a surface integral defined in terms of

position, r,

E(Ai cos φi) =
∫∫

S∩
Ai(r) cosφi(r)pr(r)dA (7.8)

=
1

Area(S∩)

∫∫
S∩
Ai(r) cosφi(r)dA. (7.9)

Other moments for products of the amplitude and phase require similar surface inte-

grals because the moments are all functions of position.

In general, computation of the five parameters of the complex Gaussian involves

solving various forms of these two surface integrals. The two approaches given here

for computing those parameters differ in the way the integrals are approximated and

computed and, subsequently, in the accuracy that is achieved.

7.2 Computing Moments Directly from the Trian-

gulation

Of the methods developed in this chapter for computing the required moments, the

most straightforward and potentially most accurate employs approximations to the

integrals based on the triangles of the surface representation. The area of intersection

is approximated quite simply as a sum over those triangles in the resolution cell,

Area(S∩) =
∫∫

S∩
dA ≈ ∑

4i∈S∩

Area(4i). (7.10)
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The expectation of the amplitude and cosine of the phase is given as follows with the

associated numerical approximation,

E(Ai cosφi) =
∫∫

S∩
Ai(r) cosφi(r)pr(r)dA (7.11)

≈ 1

Area(S∩)

∑
4i∈S∩

∫∫
4i

Ai(r) cosφi(r)dA. (7.12)

If the amplitude is approximated as constant over the triangle with the value at

the triangle midpoint, Ai(r4i
), the computations are simplified further because the

integral of the cosine of the phase can be calculated analytically,

E(Ai cos φi) ≈ 1

Area(S∩)

∑
4i∈S∩

Ai(r4i
)
∫∫

4i

cosφi(r)dA. (7.13)

The integral of the cosine of the phase can be calculated analytically for the triangle

as shown in Appendix A. The remaining expectations of functions of Ai and φi can

also be computed with analytic results for integrals of the trigonometric functions as

in Appendix A.

The phase contribution is the most sensitive part of the computations, but be-

cause it can be computed analytically, the accuracy in using the direct computation

depends on approximating the amplitude as constant over a triangle and approxi-

mating the intersection surface by triangles from the original surface. As shown in

Appendix A, triangles can be resampled to any desired area, thus the approximations

involved, i.e., approximating the amplitude as constant over each triangle and ap-

proximating the intersection surface by triangles, can be made as accurate as desired

at the expense of increased computation.

Given the parameters of the complex Gaussian, the means, variances and cor-

relation coefficients, the amplitude mean can be computed by integrating numerically

as in Chapter 6. The main advantages of this method over the those of the next two

sections is that the full surface representation is used and that no assumptions are

made regarding the independence of amplitude and phase. The disadvantages are

the computation required to perform the integrals and the lack of intuition developed

from inspection of the solutions.



90

7.3 Computing Moments Using a Locally Planar

Approximation to the Surface

The remaining methods for computing the required moments are based on an ap-

proximation to the local surface geometry. By approximating the surface as locally

planar, computation can be simplified and, more importantly, the results provide

an intuitive, qualitative description of scattering, i.e., the angle between the axial

direction and the local surface normal determines whether the displayed echoes are

coherent or incoherent.

As in the previous section, the integrals of Equations 7.6 and 7.8 are required.

In general, the integral of any function f(r) defined over the surface with parame-

trization, r(u, v), can be computed as follows [80],

∫∫
S
f(r)dA =

∫∫
R0

f(r(u, v)) |ru × rv| dudv (7.14)

where × denotes the cross product, ru and rv denote the partial derivatives of the

transformation with respect to u and v, andR0 is the subset of IR2 that is mapped onto

the surface S, by r(u, v). See Chapter 3 for a review of parametric representations for

surfaces. In this case, the parametrization will define the intersection surface in terms

of the planar approximation and the resolution cell ellipsoid. The parametrization

used in this chapter is derived in Appendix B.

The standard definition for the ellipsoid [80] surface uses the principal axes a, b

and c to define the extent of the ellipsoid in the x, y and z dimensions, respectively,

x2

a2
+
y2

b2
+
z2

c2
= 1. (7.15)

The numbers a, b and c represent multiples of the PSF widths, σx, σy and σz in each

of the dimensions. An equivalent matrix representation is particularly useful in the

calculations of the next two sections. For more details on a linear algebraic approach

to elementary geometry, see [82]. For the ellipsoid, the matrix representation is defined

in terms of a matrix, M, and vector, x ∈ IR3,

xtM2x = 1 (7.16)
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where

M =




1
a

0 0

0 1
b

0

0 0 1
c


 and M−1 =



a 0 0

0 b 0

0 0 c


 . (7.17)

In the following sections, the plane is described in matrix notation by a normal,

N =
[
Nx Ny Nz

]
, and distance, d, to the origin,

Nx = d (7.18)

where N is assumed to be a unit normal, i.e., |N| = 1. The description is the same

as that in Appendix B.

7.3.1 Area of intersection

The area of intersection is computed as the integral over the intersection surface, S∩,

with f(r(u, v)) = 1. Using the parametrization of equation B.29, the region R0 is the

circle u2 +v2 ≤ 1−d′2 for d′ < 1, with area of the circle simply π(1−d′2). For d′ ≥ 1,

the intersection is a point with equality and empty otherwise. In the case of a circle

intersection, the integral can be computed quite simply as the product of the cross

product term and the area of the circle in the x′′ coordinate system,

∫∫
S
dA =

∫∫
R0

|ru × rv| dA0 (7.19)

= |ru × rv|
∫∫

R0

dA0 (7.20)

=
√
b2c2N ′

x
2 + a2c2N ′

y
2 + a2b2N ′

z
2π(1− d′2). (7.21)

Note that this result is in the parameters for the plane of the x′ coordinate system.

Alternatively, the result can be expressed in the parameters of the original coordinate

system after substitution and some simplification,

∫∫
S
dA = π

(
1− d2

a2N2
x + b2N2

y + c2N2
z

)
abc√

a2N2
x + b2N2

y + c2N2
z

.

(7.22)

The area of intersection for any plane with any ellipsoid, thus, depends only

on the parameters for the ellipsoid, a, b, c, and the plane, [N, d]. As expected, this
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result is symmetric in a, b, c and Nx, Ny, Nz, even though the transformation used to

derive the result was not.

7.3.2 Moments of functions of Ai, φi

The other required expectations are not so simple to derive. Consider the product of

Ai and cosφi. The required integral is that of Equation 7.8,

E(Ai cosφi) =
1

Area(S∩)

∫∫
S∩
Ai(r) cosφi(r)dA. (7.23)

The amplitude Ai(r) can be represented as an exponential with a matrix Σ of variances

representing the widths of the PSF envelope,

Ai(r) = e−rtΣr (7.24)

where

Σ =




1
σ2

x
0 0

0 1
σ2

y
0

0 0 1
σ2

z


 . (7.25)

The amplitude function can be written in terms of the matrix M by choosing the

ellipsoid axes to be constant multiples, α, of the PSF widths,

M =




1
a

0 0

0 1
b

0

0 0 1
c


 =

1

α
Σ

1
2 =




1
aσx

0 0

0 1
bσy

0

0 0 1
cσz


 . (7.26)

In terms of M, the amplitude equation can then be written

Ai(r(u, v)) = e−α2rtM2r. (7.27)
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When substituted into the amplitude equation, this expression simplifies the expo-

nent, where r(u, v) = M−1Ru,

A(r(u, v)) = e−α2utRtM−1M2M−1Ru (7.28)

= e−α2utRtRu (7.29)

= e−α2(u2+v2+d′2). (7.30)

The integral can then be simplified as follows, where, from previous chapters, the

phase is given by φi = 2k0z,

E(Ai cosφi) =
1

Area(S∩)

∫∫
S∩
Ai(r) cosφi(r)dA (7.31)

=
1

|ru × rv|π(1− d′2) ×∫∫
R0

e−α2(u2+v2+d′2) cos(2k0z(u, v))|ru × rv|dA0 (7.32)

=
1

π(1− d′2)
∫∫

R0

e−α2(u2+v2+d′2) cos(2k0z(u, v))dA0 (7.33)

=
e−α2d′2

π(1− d′2)
∫∫

R0

e−α2(u2+v2) cos(2k0z(u, v))dA0 (7.34)

(7.35)

where z(u, v) is simply the z component of the parametrization, r(u, v). No simple

analytical expression is known for this integral, thus it has been computed numerically

for the results of the next chapter. The other required expectations are similar and

have also been computed numerically.

The locally planar approximation provides simple results that can build intu-

ition regarding the interaction of the PSF and tissue surface. The results of the next

chapter show accuracy limitations to the locally planar approximation, specifically in

cases where the surface curvature is high relative to a wavelength. In the meantime,

the results of this section still require numerical integration. In the next section, the

locally planar approximation is simplified further by removing assumptions of inde-

pendent amplitude and phase. Analytical results are derived for the parameters of

the complex Gaussian, providing a computationally efficient approach to finding the

amplitude mean and variance.
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7.4 Computing Moments with the Planar Approx-

imation and Ai ⊥ φi

With independent amplitude and phase, the expectation of the amplitude is separated

from that of the phase, e.g., E(Ai cosφi) =
Ai⊥φi

E(Ai)E(cosφi). The first and second

moments for the amplitude will be derived for the Gaussian envelope. The phase will

be assumed uniform, and the axial extent of the intersection surface will provide the

width of the associated uniform phase density.

7.4.1 Moments for scatterer amplitude

The first moment for Ai can be derived as before for Ai cos φi, where the phase term

is now absent,

E(Ai) =
1

Area(S∩)

∫∫
S∩
Ai(r)dA (7.36)

=
1

|ru × rv|π(1− d′2)
∫∫

R0

e−α2(u2+v2+d′2)|ru × rv|dA0 (7.37)

=
e−α2d′2

π(1− d′2)
∫∫

R0

e−α2(u2+v2)dA0 (7.38)

=
e−α2d′2

π(1− d′2)


2π ∫

√
1−d′2

0
re−α2r2

dr


 (7.39)

=
e−α2d′2

π(1− d′2)


− π

α2
e−α2r2

∣∣∣∣
√

1−d′2

0


 (7.40)

=
e−α2d′2

α2(1− d′2)
[
1− e−α2(1−d′2)

]
. (7.41)

The second moment for the individual phasor amplitude can be computed in a similar

manner, (computations are exactly the same with α replaced by
√

2α),

E(A2) =
e−2α2d′2

2α2(1− d′2)
[
1− e−2α2(1−d′2)

]
. (7.42)

Note that both moments depend only on the scaling parameter, α, which determines

the extent of the resolution cell as a multiple of the σ widths of the PSF, and d′, the

distance of the plane to the origin adjusted in terms of the parameters of the ellipsoid

as in B.9.
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7.4.2 Axial extent of intersection

For this approximation assuming independent amplitude and phase, the axial extent

of the intersection surface will give a distance that will be used to define a uniform

phase density, allowing the simple results of Table 6.3 to be used in computing the

required moments for cosφi and sinφi. For the axial extent of intersection, the

maximum and minimum z values of the intersection surface are desired. These points

must lie on the boundary of the surface, thus the problem can be posed as follows,

as an optimization over the circle u2 + v2 = 1− d′2 of the z coordinate of the surface

parametrization in (u, v):

max(min)
u2+v2=1−d′2

z(u, v) =
[
− cN ′

xN ′
z√

N ′
y
2+N ′

z
2
− cN ′

y√
N ′

y
2+N ′

z
2

cN ′
z

] 
u

v

d′


 . (7.43)

The problem can be solved by parametrizing the circle in t as

(u(t), v(t)) =
(√

1− d′2 cos t,
√

1− d′2 sin t
)
, (7.44)

differentiating z(u, v) = z(t) with respect to t, setting the result to 0 and solving,

∂z

∂t
= −c

√
1− d′2


− N ′

xN
′
z√

N ′
y
2 +N ′

z
2

sin t+
N ′

y√
N ′

y
2 +N ′

z
2

cos t


 (7.45)

∂z

∂t
= 0⇒ − N ′

xN
′
z√

N ′
y
2 +N ′

z
2

sin t+
N ′

y√
N ′

y
2 +N ′

z
2

cos t = 0 (7.46)

⇒ tan t =
N ′

y

N ′
xN

′
y

. (7.47)

These equations are satisfied for

(u, v) = (cos t, sin t) =


± N ′

xN
′
z√

N ′
y
2 +N ′

z
2N ′

x
2
,± N ′

y√
N ′

y
2 +N ′

z
2N ′

x
2




(7.48)

with corresponding values of z,

z = c


N ′

zd
′ ±

√√√√(1− d′2)(N ′
y
2 +N ′

x
2N ′

z
2)

(N ′
y
2 +N ′

z
2)


 . (7.49)



96

Of course, the real value of interest is the axial extent, wz, or the difference between

the max and min values for z,

wz = c

√√√√(1− d′2)(N ′
y
2 +N ′

x
2N ′

z
2)

(N ′
y
2 +N ′

z
2)

. (7.50)

7.5 Surface Roughness

The methods of this chapter were developed without including the surface roughness

parameter. This omission was made to speed up development and allow sufficient time

and effort for an inference investigation. In the methods requiring numerical integra-

tion, the surface integrals would become volume integrals where the volume includes

an extension of the surface along the surface normal. For the planar approximation

where amplitude and phase are assumed independent, the effects of roughness can

be modeled by simply adding the roughness width to the axial extent, wz, of Equa-

tion 7.50. With this approach, the effects of roughness for planar surfaces will be

investigated briefly in the next chapter. The roughness will only affect the coherent

scattering results, and even that effect will be small for roughness values of interest,

i.e., small relative to a wavelength. Recall that the discrete-scatterer model inherently

implies a roughness to the surface. Modeling the physical perturbation, if small, may

be unnecessary in many applications.

7.6 Locally Planar Approximations for Arbitrary

Surfaces

For arbitrary surfaces, the planar approximation methods for computing the ampli-

tude statistics require a preliminary step of constructing a planar approximation for

each pixel. Ideally, a plane would be chosen to minimize some error in the amplitude

statistics, but the associated expressions are too complex to permit an algorithm with

practical computational requirements. To be practical, an approach must balance ac-

curacy and computational efficiency. Recall that the triangulated surface consists of

a set of vertices and triangles. At the least, the algorithm should compute planar

approximations for all pixels in a single pass through the triangulation since compu-

tation would be prohibitive if, for each pixel, every triangle were visited.
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For this work, a simple method has been developed. Each triangle inherently

defines a normal, and a normal can easily be estimated at any vertex. From this

information, an “average” tangent plane can be computed for any local part of the

tissue surface, e.g., that section of the surface interior to the local resolution cell.

The plane for any pixel i is approximated by computing, first, an amplitude-weighted

average of the normal, ni, over the local surface region, and, second, an amplitude-

weighted average distance, di, over the surface region assuming ni as the normal to the

plane. The amplitude weighting reflects the influence of the Gaussian PSF envelope

and smooths the resulting planar approximations over neighboring pixels.

The local surface is denoted S∩i
and is given by the intersection of the surface,

S, and the volume, Vi, of the resolution cell at sample location xi ∈ IR3. The

amplitude-weighted average, ni, is given by

ni =
1∫∫

S∩i
Ai(r)dA

∫∫
S∩i

Ai(r)n(r) dA (7.51)

where the amplitude is given by the amplitude of the PSF envelope.

The approximating plane is completed with the distance, di, along the average

normal, ni, from the center of the resolution cell to the plane. For any point, r, the

distance, dr, from the resolution cell center to a plane passing through that point and

having normal ni is given by nir. Again using an amplitude-weighted average, di is

given by

di =
1∫∫

S∩i
Ai(r)dA

∫∫
S∩i

Ai(r)dr dA. (7.52)

In computing these terms from a triangulated mesh for a Gaussian PSF enve-

lope, the integration must be performed numerically. The local surface of intersection

must be determined, and the integration must be computed over discrete portions of

the surface. Local surfaces of intersection can be determined in terms of collections

of triangles that are “in” the local resolution cell volume. In this work, triangles are

included in computations if any vertex falls in the resolution cell.

The integrals have been computed numerically as follows as sums over triangles

where ri is the midpoint of triangle i:

ni ≈ 1∑
4i∈S∩i

Area(4i)

∑
4i∈S∩i

Ai(ri)n(ri)Area(4i) (7.53)



98

di ≈ 1∑
4i∈S∩i

Area(4i)

∑
4i∈S∩i

Ai(ri)dri
Area(4i). (7.54)

Computation of the locally approximating plane will prove to be a difficulty

for arbitrary surfaces in the next chapter. The utility of this simple method is that it

has provided an initial approach for investigating the planar surface approximation in

computing the amplitude mean and variance. Possible refinements of the method are

suggested in the results chapter, but implementation has been left for future work.
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Chapter 8

Image Model Statistics for

Surfaces: Results

For this chapter, the methods of the previous section were investigated for their po-

tential in computing pixel-based amplitude statistics for surfaces. Since the methods

all employ approximations, evaluation is based on comparison of the computed sta-

tistics with statistics generated from repeated simulation. The first section comprises

results obtained using the locally planar approximation to the surface. These results

confirm the observation that statistics depend on the angle of incidence and expose

some of the limitations of the planar approximation. The second section contains re-

sults comparing the locally planar approximation to the direct computation method

for arbitrary image planes of the cadaveric vertebra. Throughout the chapter, the

following labels are used for the associated results: planar denotes statistics gen-

erated using the locally planar approximation, triangle denotes statistics generated

directly from the triangulation, and simulation denotes statistics generated from re-

peated simulations. The chapter concludes with a discussion on the implications for

inference using an image model derived from the statistics.

8.1 General Results from the Planar Surface Ap-

proximation

The planar approximation methods permit efficient investigation of basic effects of

the PSF, surface and plane parameters on the amplitude statistics. These effects are

demonstrated in the next part of this section. The subsequent part of this section
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shows limitations of using the planar approximation for a curved surface, a sphere,

and introduces entire images of pixel-based statistics computed from a shape with

associated microstructure and given system characteristics.

8.1.1 Effects of PSF, surface and plane parameters

Many factors of the physical model affect the amplitude statistics. In this section,

results are shown that demonstrate effects of the following changes: 1) rotation of the

plane about the y axis, 2) rotation of the plane about the x axis, 3) rotation about

the y axis and translation away from the center of the resolution cell, 4) scatterer

concentration for the planar surface, and 5) surface roughness.

Statistics were generated according to the planar approximation results of the

previous chapter. The assumption of independent amplitude and phase was varied

in the different investigations as indicated in each result. Simulation results were

generated using the methods of Chapter 5 with scatterers distributed uniformly within

the plane according to the chosen concentration and roughness. Unless otherwise

specified, concentration was 64 scatterers/mm2, and roughness was assumed uniform

over a range of 0.1 wavelengths. The results for rotation are shown for positive and

negative angles to indicate the symmetry of variation over this range, although values

were computed only for the positive angles (the positive results are displayed for the

negative angles as well). For the simulation results, 500 trials were averaged. In all

trials, the PSF values of Chapter 5, σx = 1.5, σy = 0.5 and σz = 0.2 mm, were used

unless otherwise specified. The scaling parameter, α = 2, defined the size of the

resolution cell ellipsoid in terms of the PSF widths and was chosen by hand based

on plots of the exponential amplitude function. This choice was then justified by the

success of the results.

In Figure 8.1, the planar and simulation mean, standard deviation, SNR0 and

the axial extent of intersection are shown versus rotation of the plane about the y

axis. As expected, mean values are greatest near 0 degrees (plane oriented normal to

axial direction) where the axial distribution of scatterers is small. For planar results

without the A ⊥ φ assumption, and for the simulation results, the mean falls off

smoothly with increase in angle from the maximum to a Rayleigh value (SNR0 =

1.91). The transition between non-Rayleigh and Rayleigh regions occurs at an axial

extent of approximately two wavelengths. Note that prior to that transition, in the

non-Rayleigh region, the planar result assuming A ⊥ φ includes deviations from the
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other results. These deviations are evidence of the importance and sensitivity of

the phase contributions to observed features in ultrasonic images. In actual images,

pixel intensities vary smoothly over coherent regions, as opposed to the oscillations

generated with amplitude assumed independent of phase.
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Figure 8.1: Effects of rotating the plane about the y axis for full range (left) and
narrow range (right). Mean, standard deviation, and SNR0 are shown versus rotation
around the y axis. Axial extent of intersection is also shown for reference. Simulation
and planar results are included, where the planar results were obtained with and
without assuming amplitude and phase independent.

Figure 8.2 shows statistics versus rotation of the plane around the x axis. The

main difference from the plots versus rotation around the y axis is the width of the

coherent region, or the transition angle between Rayleigh and non-Rayleigh regions.

For rotation around x, the transition occurs around 3 degrees, whereas it occurs

around 7 degrees for rotation around y. The difference is due to the rate at which

the axial extent of intersection changes with rotation around the two axes, which is

affected by the relative sizes of the ellipsoid widths, or, equivalently, the PSF widths.

As the plane is rotated around x, the change in intersection is associated with the

PSF width in the y dimension. Similarly, as the plane is rotated around y, the change

in intersection depends on interaction with the PSF width in the x dimension. Since

the PSF is shorter in the y dimension (lateral) than the x dimension (elevation), the

axial extent changes more quickly with rotation around x than y. This is apparent

from the plots of axial extent; notice that the transition occurs at an axial extent of

2 wavelengths in both cases.

Figure 8.3 shows effects on the mean and SNR0 caused by rotating around the

y axis and translating the plane relative to the center of the resolution cell (changing



102

−100 −80 −60 −40 −20 0 20 40 60 80 100
0

50

100

150
Effects of Rotation about x

µρ  
planar, no ⊥
planar, ⊥   

simulation      

0

5

10

σρ

0

10

20

30

SNR
0
   

−100 −80 −60 −40 −20 0 20 40 60 80 100
0

5

10

w
z

θ
x
 (degrees)

−20 −15 −10 −5 0 5 10 15 20
0

50

100

150
Effects of Rotation about x

µρ  

2

4

6

8

σρ

0

10

20

30

SNR
0
   

−20 −15 −10 −5 0 5 10 15 20
0

2

4

6

w
z

θ
x
 (degrees)

Figure 8.2: Effects of rotating the plane about the x axis for full range (left) and
narrow range (right). Mean, standard deviation, SNR0 and axial extent of intersection
are shown versus rotation around the x axis. Simulation and planar results are
included, where planar results were obtained with and without assuming amplitude
and phase independent. Effects are similar to those for rotation around the y axis
with the exception that that non-Rayleigh region is narrower due to interactions with
the shorter PSF width in the y dimension.

the d plane parameter). In general, the mean falls off with distance according to the

size of the PSF in the direction normal to the plane, and roughly with the Gaussian

shape of the PSF envelope. The simulation and planar mesh plots are quite similar,

with only a slight difference in the SNR0 values near the ends of the translation range.

In the SNR0 plot, the SNR0 in the Rayleigh region is approximately 1.91, as expected,

and greater in the non-Rayleigh region. An interesting feature of the SNR0 plots is

that, for a given angle of rotation, the SNR0 is constant with translation of the plane

for both simulation and planar results. Translation of the plane, thus, appears to

have little effect on whether or not the scattering follows a Rayleigh density.

Figure 8.4 shows the effects of varying the scatterer concentration. The mean

and SNR0 are shown for different concentations at angles in both the Rayleigh and

non-Rayleigh regions. The most significant change occurring with increase in concen-

tration is an increase in the relative amplitude of non-Rayleigh means to Rayleigh

mean. This relative amplitude of coherent and incoherent scattering could be an

important parameter in inference if the concentration needs to be estimated from

the data. The SNR0 exhibits similar changes with concentration indicating that any

change in the standard deviation (with concentration) does not appear to be signifi-

cant.
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Figure 8.3: Effects of rotating and translating the plane. Simulation (bottom) and
planar (top) results are shown. The planar results did not assume independence of
amplitude and phase in this case. Note that while the mean decreases rather quickly
with translation, the SNR0 value is constant for much of the translation range and
varies mostly with rotation, where it follows the same variation from non-Rayleigh to
Rayleigh statistics as in the previous figure.
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Figure 8.4: Effects of changing the scatterer concentration. Simulation (bottom) and
planar (top) mean and SNR0 are shown. The most significant effect of increasing
scatterer concentration is an increase in the relative amplitude of the non-Rayleigh
and Rayleigh means and SNR0 values.
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Figure 8.5 shows the effects of varying the surface roughness parameter. Pla-

nar results were generated assuming independence of amplitude and phase, since that

method was the only one of the previous chapter to incorporate roughness. The

roughness was modeled as uniformly distributed in the direction normal to the sur-

face. The primary effect of changing the roughness is similar to that of changing the

concentration, i.e., to alter the relative amplitudes of the Rayleigh and non-Rayleigh

means. The main difference is that some roughness values can eliminate the non-

Rayleigh region entirely, forcing Rayleigh statistics at normal incidence. This result

is as expected since a roughness of one or more wavelengths means that, even if

the axial extent of intersection is zero, scatterers will be distributed over an entire

wavelength. The result is evident in the plots, especially the simulation SNR0 plot,

which is constant at about 1.91 over all angles for a roughness parameter equal to

one wavelength. Differences between the simulation and planar values are again as-

sociated with the oscillations in the non-Rayleigh region of the planar values when

amplitude-phase independence is assumed.
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Figure 8.5: Effects of changing the surface roughness parameter. Changes in rough-
ness also change the relative amplitude of non-Rayleigh and Rayleigh means, with
the additional change that for a roughness of at least one wavelength, statistics are
Rayleigh for all rotation angles.

To summarize, the basic phenomena associated with planar surfaces are the

following: 1) scattering can be separated into non-Rayleigh and Rayleigh regions, 2)

the transition from Rayleigh to non-Rayleigh regions appears to be correlated with

the axial extent of the intersection surface, which depends on factors such as the PSF

widths, and the center spatial frequency, k0, 3) relative amplitudes of non-Rayleigh
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and Rayleigh regions are dependent on the scatterer concentration and surface rough-

ness, and 4) the amplitude-phase independence assumption produces discrepancies

between planar and simulation statistics in the non-Rayleigh region, specifically with

regard to the smoothness of variation with rotation. With this basic knowledge, the

next experiments were intended as an investigation of the effects of surface curvature

on the accuracy of computations based on the locally planar approximation.

8.1.2 Effects of Surface Curvature

Previous results have provided substantial evidence that the greatest sensitivity of

the scatterered signal to the underlying structure involves non-Rayleigh statistics that

occur when the local axial distribution of scatterers is smaller than a wavelength. For

curved surfaces approximated by a plane, one can expect that the greatest error will

occur when the approximating plane occupies a smaller axial range than the curved

surface. This effect can be examined directly and carefully for spherical surfaces

because they are easily parametrized for varying the curvature and because they

permit a simple approximation via the tangent plane.

Since the resolution cell has been modeled as an ellipsoid (a quadric surface),

the surface of intersection with another quadric, e.g., the sphere, is non-trivial and

beyond the scope of this work. To simplify the problem for this study with spheres,

the majority of the results that follow employed a spherical resolution cell so that, for

the spherical surface medium, the following advantages could be used: 1) the surface

could be approximated locally (within the resolution cell) by the tangent plane at the

surface point that was closest to the center of the resolution cell, and 2) the surface

of intersection could be parametrized in case a numerical solution was desired.

Image statistics (pixel-based mean and variance over the entire image) were

computed using the planar approximation methods for comparison with results gen-

erated from simulation. The images of this section are for the center plane of a single

sphere (with a fixed radius) to show general behavior over the whole image (and the

associated range of surface orientations with respect to the axial dimension). Re-

sults were then generated for key individual pixels to show the effects of varying the

curvature (via the sphere radius). The single-pixel curvature experiments and find-

ings were then extended to an ellipsoidal resolution cell representing the PSF used

throughout most of this thesis. Application to arbitrary surfaces are addressed in the

next section.
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In generating the simulation results, many parameters could be varied. The

sphere represented the gross shape, with the radius of the sphere variable to change

the surface curvature. In accord with the discrete-scatterer surface model, the sphere

was characterized by a scatterer concentration (scatterers/mm2) and surface rough-

ness (width, in wavelengths, of the uniform distribution). The PSF was represented

in terms of its widths, σx, σy and σz and the spatial wavelength, k0. Experiments

were based on both image simulations and pixel simulations, each implemented with

different code but executing the same linear system model for image formation.

In the simulations, the number of scatterers was determined deterministically

based on the scatterer concentration and surface area. Note that this choice represents

a minor inconsistency in the models because, over a local volume like the resolution

cell, the number of scatterers will still be random. The effect is small, however,

and the deterministic scatterer number has been kept because it seems to be a more

appropriate model for a real surface. For the images, a sphere of fixed radius 8 mm

has been used. For the single-pixel results with varying curvature, two different PSFs

were used, the spherical PSF mentioned previously, with all widths 0.5 mm, and an

ellipsoidal PSF with the widths used in previous chapters, σx = 1.5, σy = 0.5, and

σz = 0.2. Where appropriate, PSF widths are listed in the figures.

Figure 8.6 shows sample images for the center plane of an 8 mm sphere centered

in the image. Note the substantial difference in intensity and texture between the

coherent regions at the top and bottom of the sphere relative to the speckle texture

along the sides. These differences correspond exactly to the non-Rayleigh/Rayleigh

effects observed with rotation of the plane in the previous results. Of course, the

tangent plane to the sphere is normal to the axial direction at the top and bottom

of the sphere and varies gradually from normal along the sides of the sphere. Note

also the smoothness of the variation in intensity from the top of the sphere towards

the sides. The spherical PSF was used in these images, causing the images to vary in

appearance from typical images, e.g., the coherent regions at the top and bottom are

approximately circular instead of flattened as in a typical image (the axial resolution

is typically significantly better than the lateral resolution). For comparison, observe

the two images in Figure 8.10 showing sample images of the sphere obtained with

spherical and ellipsoidal PSFs.

Figure 8.7 shows the simulation and planar mean images for the 8 mm sphere

with spherical PSF. The image computed without amplitude-phase independence is

close to the simulation over the whole image, with some difference in amplitude at the
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Figure 8.6: Sample images for an 8mm radius sphere with a spherical σ = 0.5 mm
PSF.
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top of the sphere where the curvature has the greatest effect on the phase. The main

difference with amplitude-phase independence is again the presence of oscillations in

the non-Rayleigh region that were seen in the previous results. The Rayleigh region

around the upper left side of the sphere can be seen closely in the zoomed images on

the right of the figure. The variation with distance from the sphere surface is shown

in detail for that region and holds regardless of whether or not amplitude and phase

are assumed independent.

SNR0 images are shown in Figure 8.8 for the 8 mm sphere with spherical PSF.

The distinction between Rayleigh and non-Rayleigh regions is clear here, where the

Rayleigh region has a constant SNR0 of 1.91. As before, the SNR0 is constant with

translation of the plane as seen previously for rotated and translated planes.

From these results, it appears that the plane approximation has subtantial

potential in representing the mean and variance for a curved surface. The great-

est differences are in the non-Rayleigh region. To examine the effect of the surface

curvature on the size of the discrepancy, curvature was varied while statistics were

computed for two points, one at the top of the sphere and one one the left side of the

sphere, for varying curvature. The top graph in Figure 8.9 shows the resulting varia-

tion in the mean, µρ, for a spherical PSF. The results for the point at the top of the

sphere show that the mean converges to the planar result as the radius of the sphere

is increased. The results for the point on the side of the sphere, where the SNR0 value

indicates a Rayleigh distribution, show no effects of changing the curvature.

These results for a spherical PSF can be generalized to the ellipsoidal PSF that

is more representative of typical imaging systems. For a qualitative comparison of

differences between effects of the two PSFs, Figure 8.10 shows sample images of the

sphere simulated with each PSF. The coherent region shrinks in the axial direction

for the ellipsoidal PSF, as would be expected. Also, the nature of the texture in the

Rayleigh region changes from a radially-directed texture for the spherical PSF to a

laterally-directed texture for the ellipsoidal PSF. Quantitatively, the maximum error

should still occur at the most coherent point on the object, or the peak of the sphere.

The bottom graph in Figure 8.9 shows the effect of varying the surface curvature with

the ellipsoidal PSF. In this case, the radius at which the simulation mean approaches

the planard mean is much greater than that for the spherical PSF. This difference

is a result of the increase in the elevation width, σx, from 0.5 to 1.5 mm from the

spherical to ellipsoidal PSF. With the increased width, the surface of intersection is
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Figure 8.7: Simulation (top) and planar (middle and bottom) mean images for the 8
mm sphere. The planar result agrees quite well with the simulation when amplitude-
phase independence is not assumed (middle). Otherwise (bottom), discrepancies exist
in the non-Rayleigh regions at the top and bottom of the sphere. The images on the
right show a zoomed view of the upper-left region of the sphere. In this region, the
assumption of independent amplitude and phase makes no noticeable difference.
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Figure 8.8: Simulation (left) and planar (right) SNR0 images. The images agree quite
well and show the Rayleigh and non-Rayleigh regions distinctively.
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Figure 8.9: Effects of curvature on the planar approximation for the spherical PSF
(top) and ellipsoidal PSF (bottom). Plots show the mean at the top-most point on
the sphere location (0,0,r), the non-Rayleigh location of maximum error, and the left-
most point on the sphere, (0,r,0), a location in a Rayleigh region. The curvature has
negligible effect on the point in the Rayleigh region. At the non-Rayleigh point, the
simulation results converge to the planar approximation as the radius is increased (as
the surface becomes more planar). The ellipsoidal PSF requires a greater curvature
for convergence due to the larger value for σx, the elevation width of the PSF.
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larger, and the discrepancy between the actual axial extent of the sphere over that

region and the extent generated by the approximating plane is greater.
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Figure 8.10: Sample simulated images of the sphere using the spherical and ellip-
soidal PSFs. Several qualitative differences are evident. Expected differences include
the axial width of the non-Rayleigh regions at top and bottom of the sphere. Less
expected differences include the radially-oriented texture for the spherical PSF and
the laterally-oriented texture for the ellipsoidal PSF.

8.1.3 Discussion: Value of the Planar Approximation

Overall, the potential accuracy of the local planar approximation model appears to

be quite good judging from the successes in these basic experiments. While countless

other details could also be examined, many basic phenomena have been investigated

and now provide a base for further study when deemed necessary. As in previous

chapters, any clear path towards improving the model must be based on a quantitative

measure of performance in image analysis.

Basic technical issues

These results further strengthen speculation that images can be categorized as Rayleigh

or non-Rayleigh as a first step in characterizing the statistics at a pixel. Such a cate-

gorization is important in trading computation for accuracy, because Rayleigh pixels

appear to be insensitive to factors such as amplitude-phase independence, some gen-

eral characteristics of the PSF, and the local curvature of the surface, as well as

computation of the amplitude mean and variance as seen in Chapter 5. In contrast,

the non-Rayleigh region can be especially sensitive to all of those features, requiring

greater computational resources to achieve similar accuracy.
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The classification into Rayleigh and non-Rayleigh regions could have impact in

assessing the applicability of the planar model to various surfaces and systems. For

instance, a given anatomical surface may be modeled easily with limitations on the

curvature, e.g., the maximum curvature of a liver is probably much less than that on

a vertebral surface. Given the curvature limitations, system requirements could be

specified under which the planar approximation would be valid. The dimension of

worst resolution is the limiting factor, and the accuracy of the planar approximation

may be an argument for improving the elevation focus of some systems, e.g., for

motivating the use of dynamic focus in elevation. Quantitative criteria for system

and structure interaction such as the curvature and PSF width plots in Figure 8.9

could be useful in such a case.

Application of the model to inference

The ultimate test of the model remains its application to inference. The planar model

is especially attractive because of its potentially low computational requirements. For

fixed acoustic characteristics, statistics could be pre-computed for all rotations and

translations of the plane and implemented via a lookup table or even fitted with simple

analytic functions. Computation of the objective function (data likelihood) would

essentially be limited by computing the planar approximation for each pixel, and

issues such as amplitude-phase independence would be unimportant because those

calculations could be made offline.

The images and results from this section immediately provide new insight into

the applicability of the model to inference of shape. From the pixel-based mean and

variance computed for the 8 mm sphere, sample images from the resulting Gaussian-

distributed image likelihood can be generated simply. Figure 8.11 shows nine such

images that can be compared directly to those of Figure 8.6. The images show visually

the information available in such an image model regarding the ensemble of images

produced from the linear systems model for the spherical shape. Of specific interest is

that the information is entirely first-order, i.e., no neighbor interaction is considered.

For images where texture is significant, the amount of similarity between the images

indicates the degree to which the underlying shape is represented by the pixel-based

statistics. This issue raises the question of the importance of representing second-

order information, or neighbor interaction, in a model for inferring shape. The next

chapter will serve as the beginning of an answer to that question.
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Figure 8.11: Sample sphere images generated from a Gaussian image distribution with
pixel-based statistics computed using the planar surface approximation. The images
are a visual representation of the information contained within the model about each
sphere image.
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8.2 Results for Arbitrary Surfaces

The investigations of the previous sections provided intuitive insights into the interac-

tions of a planar surface and the imaging system and into the limitations of using such

an approach for arbitrary surfaces. The following results are intended to demonstrate

the potential and shortcomings of the methods in computing statistics for images

of an arbitrary surface. Simulation results are compared to planar and triangle re-

sults, where the simulation data is generated, again, via the model of Chapter 4, and

the other images are computed using either the planar approximation (without A, φ

independence) or the direct approach using the triangles.

In the following results, the scatterer concentration was 64 scatterers/mm2 as

in the previous chapters. Roughness was not modeled since it has not been incor-

porated into the methods used for this section. On this note, recall that in using

the discrete-scatterer model for surfaces, a roughness is implied. A roughness value

of zero, thus, approximates a roughness that is negligible relative to a wavelength.

Considering the plots of the previous section for the planar surface, the mean varied

little between roughness values of 0 and 0.1 wavelengths. Two PSFs were used in

this section. The first was the same used throughout the dissertation, with widths

σx = 1.5, σy = 0.5, and σz = 0.2 mm, and the second was the same except that the

elevation width, σx, was changed to 0.5 mm to reduce the influence of out-of-plane

surface features. The 6 MHz center frequency of previous chapters was used again.

For the images, two different planes on the cadaveric vertebra were used. One image

shows the transverse process, providing good detail over a small region. The other

image is the lamina image of previous chapters and shows a larger region of the ver-

tebra with a broader range of image features. Simulation statistics were generated

from trials of 100 simulated images.

8.2.1 An Image Plane on the Transverse Process

The first images show an image plane in the sagittal plane of the transverse process

of the cadaveric L4 lumbar vertebra of Figure 8.12. The approximate image plane is

shown on the surface. The view on the right is a zoomed view of the surface region

used in computations; it consists of those triangles within +/- 5 mm of the image

plane and not occluded from the probe by other triangles. The plane corresponds

approximately to the plane of the actual image in Figure 8.13. That actual image

was acquired by imaging carefully along the transverse process and searching for the



115

brightest (most coherent) echo. The sensitivity to angle was such that when imaging

by hand, even the slightest wobble of the probe changed the image substantially. As

a result, this plane represents a challenging surface geometry for the planar approxi-

mation model since the curvature is substantial and varied relative to the PSF widths

and wavelength.

Figure 8.12: Approximate image plane for the upcoming transverse process images.
The view on the right is a zoomed version showing portions of the surface within +/-
5 mm of the image plane and not occluded from view. The size of the image region
shown is approximately 5 mm high by 15 mm wide.

In Figure 8.13, the actual image is shown along with six simulated images.

Substantial variation exists among the simulated images and is representative of the

variability to be expected with the discrete-scatterer model. The actual image appears

quite similar to the simulated images in shape, but the actual image seems to have a

wider region of coherent scattering along the top of the process with a greater relative

amplitude to the incoherent scattering. Close inspection of the shape in the images

shows that it is visibly rotated counter-clockwise in the simulated images. Given the

sensitivity to the angle of insonification, such a change could easily account for the

differences between the images. As mentioned in Chapter 6, these differences are

unavoidable with the experimental methods used here since the tracking error is on

the order of 2 mm.

Sample mean and variance were computed from simulated images such as those

in Figure 8.13. The simulation mean image is shown at the top of Figure 8.14. A

small region of coherent scattering is present near the middle of the process with

incoherent scattering along the rest of the process. Referring to the zoomed view of
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Figure 8.13: Actual and simulated images of the transverse process. PSF values are
listed in the figure. The image region shown is from a larger image (in the actual
image produced by the Tetrad system) approximately 50 mm x 50 mm. The scale for
the actual image is simply the 256-level 8-bit scale of the image data. No attempt
has been made to quantitatively relate this scale to the simulation scale.
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the imaged surface in Figure 8.12, it is difficult to predict that such a region of coherent

scattering would be produced from that surface region. The mean computed using

the planar approximation is shown in the middle left of Figure 8.14 with the relative

error shown in the bottom left. As may be expected, the planar approximation misses

this obscure region of coherent scattering in the middle of the process. Note also the

artifacts in the planar approximation image in the middle and bottom sides of the

transverse process. These artifacts are due to the approximation algorithm and will

be addressed momentarily.

In contrast, consider the images on the right showing the triangle mean image

and relative error. The coherent scattering site is predicted rather well, and no sig-

nificant artifacts are produced. These results were produced using the triangulated

mesh originally generated with the Marching Cubes algorithm, i.e., with no resam-

pling. The triangles had maximum widths between 0.2 and 1 mm, all large relative

to a wavelength, presumably representing the major source of error here. In the sub-

sequent lamina images, one iteration of resampling is shown to dramatically improve

the already small error in the triangle results.

The Rayleigh and non-Rayleigh regions in this transverse process image are

easily distinguished when observing the SNR0 images of Figure 8.15. From the sim-

ulation image, most of the non-zero values are Rayleigh at approximately 1.91 with

a small region in the center of non-Rayleigh scattering. Variation from the exact

Rayleigh SNR0 value in the Rayleigh region is small (less than 10 %) and could be

reduced by increasing the number of simulation trials. Again, recalling the zoomed

view of the surface in Figure 8.12, it would be difficult to predict the presence and

location of this non-Rayleigh region by simply looking at the surface. The planar

approximation result misses this small region, while the triangle result produces even

this obscure feature quite well.

The artifacts in the planar images result from two cases, discontinuities in the

planar approximation and partial overlaps of the surface and resolution cell. Three

main regions of artifact are present on the planar approximation mean image of

Figure 8.14, one in the center of the bone section and one on the bottom of each side.

Artifacts in the center are due to the discontinuity in approximating the nor-

mal. In this region, the intersection of surface and resolution cell changes abruptly in

the axial direction because of the surface regions that are intersected by the associated

resolution cells. Consider the images of Figure 8.16 showing the orientation angle (rel-

ative to the beam axis) and distance of the approximating plane. At approximately
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Figure 8.14: Simulation, planar and triangle means for the transverse process images.
The simulation mean (top) is matched quite closely by the triangle mean (middle
right with relative difference on bottom right), and matches in much of the region for
the planar mean (middle and bottom left). See text for other details.
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Figure 8.15: Simulation (top), planar (bottom left) and triangle (bottom right) SNR0

images for the transverse process. The images agree over much of the image region
where statistics are Rayleigh (SNR0 = 1.91). The triangle image shows the small
region with non-Rayleigh statistics where the planar image does not. Colormaps for
the images are the same, with the associated colorbar shown next to the simulation
image.

12 mm lateral and 33 mm axial, discontinuities exist in both the angle and distance

of the approximating plane. Below the discontinuity, the approximating normal is

affected mostly by the flat region of the surface, where the approximating normal is

around 0 degrees. Above the point of discontinuity, the normal is affected by the

out-of-plane curved region of the process that is oriented at about 60 degrees. The

result is a discontinuity in the approximated mean, even though the actual change in

mean amplitude is smooth. This problem with the planar approximation would be

resolved if the surface were less curved relative to the width of the PSF.

The artifacts on the sides of the process are due to incomplete intersections

of the surface and resolution cell, i.e., because of the removal of occluded sections

of bone, open surface regions exist that only partially overlap the resolution cell

at some pixels. The approximating plane overlaps the cell completely, resulting in

a computed amplitude that is higher than the actual. These artifacts would not

exist for non-occluding, closed surfaces like the soft tissue of the liver or brain, and

they could potentially be compensated by comparing actual area (summed during

the approximation) to the area computed using the planar approximation (which is

already calculated during the approximation).
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Figure 8.16: Images of the planar approximation for the transverse process image.
Images show the angle (left) between the approximating normal, N , and the axial
dimension and the distance (right) from the approximating plane to the resolution
cell center. The discontinuity in both at around 11 mm lateral and 33 mm axial
produces artifacts in the computed statistics.

8.2.2 Transverse process images with a reduced elevation

width

Some of the planar approximation artifacts that result from the non-planar variations

of the surface over the resolution cell are reduced by reducing the size of the PSF. In

the following figures, images were generated using an elevation width, σx = 0.5 mm,

reduced by a factor of 3 from the previous set of images. Other parameters were the

same.

Sample images are shown in Figure 8.17 with the same actual image as in the

previous analysis. Reducing the elevation width reduces the contribution of out-of-

plane surface elements, which results in images that appear more like an in-plane

cross section of the surface (aside from speckle-based textural variations, of course).

Simulation, planar and triangle mean images are shown in Figure 8.18. In this

case, the non-Rayleigh scattering site has disappeared from the center of the image.

The planar result agrees well over most of the image, except for the artifacts that

result from partial overlap of the resolution cell and surface.

The SNR0 images of Figure 8.19 show the improved agreement in the center of

the image and show quantitatively that the scattered statistics are all Rayleigh in this

image. The plane parameters shown in Figure 8.20 show none of the discontinuities

of the previous case, indicating why the discontinuity artifacts are not present in this

case.
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Figure 8.17: Sample simulated images of the transverse process with a reduced ele-
vation width in the PSF. PSF values are listed in the figure. Much of the coherent
scattering evident with the wider elevation width has disappeared, and the maximum
image value is much lower.
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Figure 8.18: Mean images for a reduced elevation width, σx = 0.5 mm. The out-
of-plane surface features have little influence here, and some artifacts of the planar
approximations are eliminated as a result.
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Figure 8.19: SNR0 images for reduced elevation width σx = 0.5 mm. The images
show quantitatively that scattering is all Rayleigh for this image. Variation from a
Rayleigh SNR0 is slight in the simulation image and, again, would decrease with more
trials.
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Figure 8.20: Images of the planar appxroximation for the reduced elevation width.
The discontinuities disappear for this image plane since the surface does not curve
faster than the resolution cell ellipsoid, i.e., the surface cannot intersect the ellipsoid
in disconnected pieces.
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8.2.3 Sagittal plane images along the lamina and articular

processes

The transverse process images showed an obscure region of non-Rayleigh scattering

and the elimination of that region with reduction of the PSF width. The sagittal im-

age plane shown in Figure 8.21 represents a large region of varying surface curvature,

featuring both Rayleigh and non-Rayleigh regions as well as substantial contributions

from the out-of-plane surface in the facet joint (left side of the image). The following

images give further examples of the image model applied to the vertebral surface,

including improvement of the model with surface resampling in computing directly

from the triangulated mesh.

Side Back Top Zoom

Figure 8.21: Views of image plane for lamina image overlayed on surface rendering.
The zoomed image shows the extent of the surface (+/- 5 mm in the elevation di-
mension) that is considered in the computations. For the various image features, the
angle of the surface relative to the image plane is primarily responsible for determining
whether or not scattering amplitude obeys the Rayleigh distribution.

Figure 8.22 shows several sample simulated images of the lamina plane. The

lamina and inferior articular process show relatively high-amplitude non-Rayleigh

scattering in all of the images, with the lamina producing a higher amplitude more

consistently. The facet joint is marked by Rayleigh scattering with slowly decreasing

amplitude toward the top of the image. This slow decrease in amplitude results

because the image plane is nearly parallel to the facet joint surface, with out-of-plane

contributions decreasing slowly (due to increase in distance from the image plane)

over a large axial range.

Planar mean images are shown in Figure 8.23 along with the simulation mean

image. As for the transverse process images, the planar approximation suffers when

the surface is nearly normal to the beam and includes regions with curvature greater
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Figure 8.22: Sample simulated images of the lamina and articular processes along
with actual image of approximately the same region. From left to right, anatomical
structures are the facet joint on the left (Rayleigh scattering with wide axial extent),
the lamina in the center (non-Rayleigh scattering with relatively high amplitude)
and the inferior articular process on the right (mix of Rayleigh on the sides and
non-Rayleigh at the peak).
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than the resolution cell. These artifacts are easily seen along and around the lamina

(center) and the peak of the inferior articular process. For a narrower resolution cell

and/or a surface with reduced curvature, such artifacts would reduce as in previous

cases. For this surface region, the surface extends over the entire image plane, thus no

partial-overlap artifacts are present. Overall, the planar approximation works quite

well in the Rayleigh region again.
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Figure 8.23: Simulation and planar mean images for lamina image plane. The sim-
ulation image shows the sites of non-Rayleigh scattering on the lamina and peak of
the articular process as well as the low-amplitude Rayleigh scattering along the facet
joint.

The triangle mean image is shown in Figure 8.24. The artifacts of the pla-

nar approximation are absent, of course, and agreement is much better between the

images. The relative error image shows that the disagreement is still quantitatively

significant in some small regions, however, specifically along the lamina and peak of

the articular process.

The triangles used for the results in Figure 8.24 were generated directly from

the CT volume segmentation using the Marching Cubes algorithm and had a mean

width of approximately 0.5 mm with a maximum width in the axial dimension reach-

ing over 1 mm. These widths are much greater than the 0.2 mm width of the axial

envelope for the PSF and could be expected to contribute significantly to the dis-

agreement between the simulation and triangle image. In Figure 8.25, triangle mean

images are shown using a set of triangles resampled by 4 times as in Appendix A with
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Figure 8.24: Simulation and triangle mean images. The triangle mean shows substan-
tial improvement over the planar mean image in terms of artifacts. Quantitatively,
there are still substantial differences between the simulation and triangle means.

a mean width of around 0.2 mm and maximum width approximately 0.5 mm. The

results show significant improvements in those small regions of disagreement. Further

improvement could be expected from subsequent refinement of the mesh. This re-

sult, however, was considered sufficiently accurate for investigating inference. For one

pixel of translation between the simulation and triangle images, the relative image

error was much greater than the disagreement in either of the previous two figures,

suggesting that the current result should have significant discriminating power over

poses differing by the size of a pixel, or approximately 0.15 mm.

SNR0 images are shown in Figure 8.26 for simulation and the resampled triangle

method. Results agree quite well, with sites of non-Rayleigh scattering along the

lamina and articular process as anticipated from the mean images. The greater SNR0

along the lamina could be due to an angle of incidence closer to normal than that

of the articular process, although it would be difficult to predict by looking at the

surface because of the relative flatness of the articular process and its wider extent.

This ambiguity is yet another example of the sensitivity of the interactions between

surface and PSF that produce the highly varied images we regularly observe.
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Figure 8.25: Simulation and triangle (from original triangles resampled by 4x) mean
images. Computing from the resampled triangles reduced the error in the approxi-
mation substantially from that of the previous figure.
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Figure 8.26: Simulation and triangle (from original triangles resampled by 4x) SNR0

images. Regions of non-Rayleigh scattering are in agreement and are present where
expected from the mean images (lamina and peak of the articular process), although
the lamina represents a site of greater SNR0 and higher relative amplitude of scatter-
ing.
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8.3 Discussion

While images have been investigated for a limited selection of system PSF and tissue

surface media, the Rayleigh/non-Rayleigh characterization of surface images does rep-

resent many fundamental features observed in both the actual and simulated images.

Only two of an infinite number of possible image planes were used; only one surface

(the surface of the cadaveric vertebra) was used; and the surface was used with fixed

acoustic characteristics. The results generally behaved as expected, though, with

Rayleigh and non-Rayleigh scattering occuring with a dependence roughly on the

orientation of the local surface normal with respect to the axial image dimension.

Perhaps the most important results were those that provided further evidence

of the extreme sensitivity of the interaction between the system PSF and the tissue

surface. For instance, recall the high-amplitude coherent scattering that was evident

in a case where it would have been difficult to predict from visual inspection alone.

This sensitivity agrees with clinical imaging experience of both in vivo and in vitro

spines in the sense that “finding” these locations of coherent scattering by hand is

often quite difficult, even for the experienced operator. The relevance of this sensi-

tivity to applications of the image model will again be dependent on the particular

situation, i.e., on the characteristics of the imaging system and the surface geometry.

Image model accuracy

The planar approximation method performed as expected, with good results in Rayleigh

regions and difficulties in non-Rayleigh, coherent scattering regions with high sensi-

tivity to the exact surface structure. Artifacts could be reduced in most cases by

additional computation, e.g., comparing computed area (computed from the planar

approximation) and measured area (measured while computing the planar approxi-

mation). Artifacts resulting from a partial overlap of surface and resolution cell could

probably be removed using such an approach, although these artifacts would not ex-

ist for closed surfaces, i.e., for soft tissue surfaces where occlusion is not considered.

Other artifacts, such as those in the non-Rayleigh regions of Figures 8.14 and 8.23

are likely to be eliminated for the planar approximation only for regions where the

surface does not curve significantly relative to the PSF.

Computation of statistics directly from the triangles was remarkably accu-

rate in regions of coherent scattering, especially with resampling of the triangles. In

Rayleigh regions, the accuracy suffers slightly with larger triangles, where the error
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in the exact calculations is greater than that produced in approximating the sur-

face as planar. A combination of the two models exploiting the advantages of each

could potentially be developed for acceptable accuracy with minimal computational

requirements.

Acceptable accuracy remains an undefined term without a quantitative mea-

sure. In the next chapter, the image model computed directly from the triangles

will be used for inferring surface pose. Performance in inference will ultimately point

to the development of a quantitative measure that could be used to evaluate model

accuracy requirements and computational needs for specific applications.

Computational requirements

The results in this chapter were generated using algorithms coded for MATLABTM .

Computation times were measured for the sagittal-plane lamina images. The region

of the original surface used for the image (shown in the zoomed view in Figure 8.12)

contained approximately 2500 triangles before resampling. The image region was

40x280 pixels. Calculation times listed are for a Silicon Graphics Indy workstation.

For the planar approximation, two steps were required, first, the calculation of

the locally approximating plane at each pixel, and, second, calculation of the mean

and variance from each locally approximating plane. For the lamina image, calculat-

ing the locally approximating planes for all image pixels required approximately 1.5

minutes. Using that information to compute the mean and variance over the image

took 8.6 minutes. In the planar approximation, the mean and variance computations

could easily be stored in a lookup table or fit with a polynomial, making the second

set of computations negligible.

Computing directly from the triangles also required two steps. The first step

consisted of computing the mean, variance and correlation coefficient parameters

for the complex Gaussian at each image pixel. In the second step, the amplitude

mean and variance were computed at each pixel from those parameters. For the

triangulation at the original size, the first step required approximately 2 minutes,

and the second step took 28 minutes. The second step is computationally intensive

because at each pixel a 2D numerical integration over the complex Gaussian pdf is

performed to estimate the mean (the variance calculation is relatively trivial). For the

resampled triangles, the first step took 8 minutes (4 times the time for the original as

should be expected with 4 times the triangles) and the second step was the same. As

with the planar approximation, the second step can be implemented in a lookup table
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relating the 5 complex Gaussian parameters to the amplitude mean and variance.

Computation time then depends only on the number of triangles used.

The planar approximation, thus, represents the computationally attractive

choice for application of the model, although the artifact issues would probably have

to be resolved for most applications. Whether or not the artifacts present a prob-

lem depends on the impact on application performance. With a PSF of size small

relative to the curvature of the surface, though, the planar approximation might be

sufficient without change. For the rest of this dissertation, computation directly from

the triangles will be used, leaving applications of the planar approximation for future

work.

Computing directly from the triangles holds less promise for reducing the com-

putation time, with the first step taking nearly 4 times as long as that for the planar

approximation (assuming resampling by 4 times). The potential accuracy and lack of

artifacts make it an attractive choice, though, either by itself or in combination with

the planar approximation model. A hybrid model combining the simplicity of the

planar approximation with the possibility of computing directly from the triangles

could have potential benefit. For instance, an indicator of the planar approximation

reliability could be constructed by comparing the area of intersection computed with

the planar approximation to that computed from the triangles (could be computed at

no cost while calculating the planar approximation). Such an indicator could prevent

many of the planar approximation artifacts, especially if combined with the direct

computation for artifact-likely situations.

Inference

As in the previous section, one can get a glimpse into the representation of shape

provided by the image model by viewing sample images realized from the model. The

model consists of pixels considered either Rayleigh or non-Rayleigh, with a single

parameter defining each Rayleigh-distributed pixel and a mean and variance defining

a Gaussian distribution for each non-Rayleigh-distributed pixel. The following sam-

ple images were generated from samples of the Rayleigh/Gaussian-distributed image

models.

Figure 8.27 shows sample images for the transverse process image with the

typical PSF (σx = 1.5 mm). The images were generated from the statistical model

produced directly from the triangulated mesh. As samples of the imaging process,

the images should be compared to the simulated images of Figure 8.13. While the
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speckle texture of the simulated images is not present because of the independent pixel

assumption, the images do reveal the same representation of the transverse process

shape, with hints of the obscure region of coherent scattering at the center of the

process, the same one that was seen in the simulations and mean images.
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Figure 8.27: Samples of a Rayleigh/Gaussian image model for the transverse process
image plane with typical PSF (σx = 1.5 mm).

Figure 8.28 shows samples of images generated from the planar approxima-

tion image model for the transverse process image plane imaged with the reduced-

elevation-width PSF. Because the pixels are all Rayleigh-distributed, the images look

less similar to their counterparts of Figure 8.17 than the images with non-Rayleigh

scattering as well. This difference is due to the fact that much of the image appear-

ance, the model representation of shape, is based on the relative amplitude of the

pixels. The basic shape of the process, however, is still clearly represented.

Figure 8.29 shows sample images for the lamina image plane, with the samples

generated from the image model that was computed directly from the resampled

triangles. These images should be compared to the simulated images of Figure 8.22

and, because of the larger image region, give a broader indication of how the image

model represents shape. Because of the non-Rayleigh coherent regions in the image,
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Figure 8.28: Samples of a Rayleigh/Gaussian image model for the transverse process
image plane with narrow PSF (σx = 0.5 mm).

the appearance is again closer to that of the simulated images than for the previous

all-Rayleigh image.

In any image region, the connection between the presence of coherent scattering

and information about the surface shape has not been investigated quantitatively.

Qualitatively, the importance is clear, especially in clinical images, when contrast

between adjacent tissues becomes the deciding factor in whether or not the shape can

be recognized. Extending this importance to a quantitative assessment of shape is not

trivial, but the subject will be addressed briefly in the next chapter, an investigation

of performance in inferring vertebral pose using the image model.

From the visual comparisons, the Rayleigh/Gaussian images appear to cap-

ture significant information about the shape in the image. Without quantitative

assessment, a conclusive argument on the validity of the Rayleigh/Gaussian charac-

terization may be premature, but it does seem that little would be gained by further

specificity in the amplitude distributions, i.e., it seems unlikely that the k- or gener-

alized k− distributions used in other statistical characterizations of scattering would

add significant value to the image model.
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Figure 8.29: Samples of a Rayleigh/Gaussian image model for the lamina image plane.
Statistics were computed directly from the resampled triangles.
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8.4 Conclusions

Algorithms have been developed for generating a Rayleigh/Gaussian image model

for an arbitrary surface. Statistical mean and SNR0 images produced using the algo-

rithms have matched simulation results quite well. How well remains an area of work,

where a quantitative measure of performance is still required. The visual quality of

the results suggests, though, that the model would perform well in inference, thus

the next chapter provides the initial investigation in the area. In the limited context

of inferring vertebral pose, the performance becomes the initial quantitative measure

for evaluating the image model, providing the basis for application-specific direction

of future improvements in the model.
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Chapter 9

Inference of Vertebral Pose Using

the Image Model

In the previous chapter, methods were developed for computing the mean and variance

at any image pixel from the system and surface characteristics. From the pixel-based

mean and variance, inference of the surface shape is framed in a probabilistic sense by

constructing a data likelihood for the image data conditioned on the surface shape. In

the pattern-theoretic representation, the surface shape consists of a template surface

and a set of allowable transformations that act on the template. Transformations

are limited here to rigid transformations, thus the data likelihood represents the

probability of an observation conditioned on template pose.

9.1 A Rayleigh/Gaussian Image Model

The data likelihood characterizes all observation data, i.e., all image pixel measure-

ments, with a single probability density function. Pixel intensities have been assumed

independent, reducing the data likelihood, p(x|h), to a product of probability density

functions, pxi
(xi), for N individual pixels,

p(x|h) =
N∏

i=1

pxi|h(xi|h). (9.1)

From the mean and variance at any pixel, the pixel is represented as either Rayleigh or

Gaussian, depending on the value of SNR0 = µ
σ

at the pixel. For this work, any SNR0

value less than 1.95 was assumed Rayleigh. The number is a little higher than the
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theoretical value to allow for some computation error without losing the advantages

of the Rayleigh characterization. The data likelihood is then a product of Rayleigh

and Gaussian probability density functions with parameters derived from the system

and surface characteristics,

p(x|h) =
∏

xiRayleigh

xi

α2
i

e−
x2

i
2α2

∏
xjGaussian

1√
2πσ2

j

e
− (xj−µj )2

σ2
j (9.2)

where the dependence on the pose, h, is implicit but not shown.

The likelihood serves the purpose of a cost function, or objective function,

for estimating the template pose. The log likelihood, the logarithm of the likelihood,

preserves the maxima and is simpler to compute in this case since the product becomes

a sum.

ln p(x|h) = ln


 ∏

xiRayleigh

xi

α2
i

e−
x2

i
2α2

∏
xjGaussian

1√
2πσ2

j

e
− (xj−µj )2

σ2
j


 (9.3)

=
∑

xiRayleigh

ln

(
xi

α2
i

)
− x2

i

2α2
− ∑

xjGaussian

1

2
ln
(
2πσ2

j

)
+

(xj − µj)
2

σ2
j

. (9.4)

The log likelihood function will be used in the remainder of the chapter.

To this point, noise in the image has not been discussed. In general, the

issue of noise in an ultrasonic image is a complex one when representing shape. In

a conventional image, additive system noise may not even be detectable for typical

tissue structures and is, for applications of interest, of much less importance than

random variation due only to scattering from the microstructure. For using the

image model to infer shape in a clinical image, however, it may be desirable to model

tissue surrounding the shape of interest as noise. Ideally, the surrounding tissue would

be modeled as thoroughly as the shape of interest, but such an approach may not

be efficient or feasible. The issue of structured noise (tissue noise) or unstructured

(electronic system noise) is an interesting one but one left for future reseach since it

is beyond the scope of this work.

For the results that follow, additive Rayleigh noise is assumed with some con-

stant mean value. In the image model, the noise is added at the RF stage as a

zero-mean, complex Gaussian with equal real and imaginary variances (the equiva-

lent of the Rayleigh amplitude). In the simulations, a realization of the same is added

to the RF image before envelope detection.
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9.2 Inference

The availability of a log likelihood function allows the search for a maximum likelihood

estimate over the parameter space. The techniques of nonlinear optimization have

been applied to the search problem to assess the validity of the model for inference of

shape. Note that these results are intended to show feasibility, i.e., that it can work,

rather than to prove that a certain algorithm solves the problem of inferring shape,

i.e., that it will always work.

Ideally, one would like some theoretical proof on the convexity of the objective

function, the presence of local and global maxima, and other characteristics regarding

optimization of the function. Unfortunately, the computations of the log likelihood

used here do not permit such a characterization. For instance, convexity requires

computation of the Hessian matrix, but since the gradient must be computed here by

finite difference, a reliable estimate of the Hessian is difficult to obtain. The complex

nature of the involved computations makes analytic solutions even for the gradient

unlikely. Likewise, theoretical analysis of the function behavior over any range is not

possible at this point.

From a practical standpoint, one can get a sense of the potential for an op-

timization algorithm by simply plotting the sensitivity of the log likelihood to the

rotation and translation variables, or the variation of the log likelihood as the surface

is rotated or translated. In Figure 9.1, this sensitivity is shown for a single image

taken from the sagittal image of previous chapters. The plots on the left show the

sensitivity when a simulated image was used as observation, and the plots on the right

show sensitivity for the actual image. In both plots, the variation is smooth, and the

curves have a single peak close to the expected maximum. Sensitivity to the different

variables is substantially different. For instance, translation in the axial dimension

(cyan curve) causes much greater variation in the log likelihood than rotation in any

dimension (blue, red, or yellow curves). Because of this difference in sensitivity, one

should expect inference results with better accuracy in translation than rotation. One

should also expect some effects on the performance of the various optimization algo-

rithms because of the associated differences in magnitudes of the gradient vector in

different dimensions.

In the results of Figure 9.1 as well as those that follow, the theoretical log

likelihood was modified to include a minimum log value of -10, corresponding to a

probability of approximately 4.5 * 10−5. Without this modification, highly unlikely
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pixel values drive the algorithm, i.e., search directions might be generated to change

the log likelihood at one very unlikely pixel out of the thousands that make up the

image. For instance, a pixel predicted to be coherent (Gaussian with a high mean

and relatively low variance) could produce extreme variation in the likelihood as the

shape is translated through a region of noise. Such high variation is much greater

than the useful information, resulting in noisy variation of the objective function and

local maxima. The noted change to place a minimum on the computable value for

the log probability at any pixel improved convergence of the optimization algorithms

dramatically. The quantity used (minimum log value = -10), was chosen based on

observation and experimentation.
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Figure 9.1: Variation of the log likelihood with change in the rotation and translation
variables. Variation is for the sagittal plane lamina image with a simulated image
(left) and an actual image (right). Scale is +/- two degrees (for rotation) or mm (for
translation)

Choice of observation data also has a significant effect on performance in in-

ferring pose. A small number of images is desirable, and coherent scattering sites will

presumably provide more sensitivity to variation of pose than incoherent scattering

textures. Intuitively, coverage of the surface of interest by the images is desirable and

will affect performance. A thorough examination of the effects of these choices was

not of great interest here, except to the extent that computation was affected, i.e.,

the smallest possible data set for consistent results was desired.
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9.3 Results

After much experimentation with the details of the optimization algorithms, success-

ful results were obtained. For direction-finding algorithms, the gradient and a BFGS

quasi-Newton approximation were both tested extensively. Step size was based on an

iterative quadratic fit along the search direction [51] for an “exact” line search. Gra-

dients were calculated by finite difference with either forward or central differences

using varying interval sizes. Convergence criteria included small change in the log

likelihood and gradient near zero, although both required assessment for the specific

data set since the magnitudes depend on the number of images and amount of data.

Minor but important results were obtained using a single actual image, but much

more significant and thorough testing was done for a data set of simulated images.

The algorithms for inference were written in C++, improving the computa-

tional demands significantly. Computation of the pixel-based amplitude mean from

the five parameters of the complex Gaussian was implemented using interpolation

from a lookup table. For the image of Chapter 8 that required 40 minutes in

MATLABTM , approximately 4 seconds were required in this implementation. This

speedup is remarkable and may even seem impossible. The computations required

for the image model are rarely matrix computations, though. Several loops are re-

quired, and speedup of these is enormous when coded directly in comparison with

MATLABTM .

9.3.1 Results - Actual Image

Results for the actual data are limited by several difficulties inherent to the problem.

First, registration of the actual images includes error in the relative alignment of

different image planes. The magnitude of this error is not well established, but the 2

mm range expected for general tracking errors is probably close. Accurate models for

this error are difficult because of the complexity of tracking, and use of the model-

based approach without an error model would be of limited value.

In addition to tracking error, potential scaling errors exist in the many stages of

obtaining the experimental data. Because of the high sensitivity of the image model

to very small (sub-millimeter) changes in shape, even small scaling errors in the CT

scan, the segmentation of the CT images, the Marching Cubes construction of the sur-

face, and calibrating the ultrasound probe, could significantly affect the performance

of an optimization algorithm. Because of these potential inaccuracies, the simulation
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environment provided a better testbed for inference, one with scaling known to pre-

cision of the computing environment. In addition, the purpose of this work was to

investigate inference when shape is represented by the highly variable mechanism of

ultrasonic scattering. Practical details such as the accuracy in representation of the

surface from CT, registration issues, etc. are left for future work.

With these limitations in mind, experimentation using a single actual image

did provide some insight into the potential for the algorithm with real data. For

the actual images, a scale factor was required for matching the intensity range on

the actual image with that of the image model. The scale factor was chosen based

on visual comparison of the two images. The surface microstructure parameters

were chosen as concentration of 64 scatterers/mm2 and roughness of 0 (recall that

roughness was not implemented for computation directly from the triangles). PSF

parameters were assumed as before with fc = 6.0 MHz, σx = 1.5 mm, σy = 0.5 mm

and σz = 0.2 mm. Some variation of these parameters was investigated, with limited

effects on the results.

Figure 9.2 shows the sagittal actual image, along with a good result from

several inference trials. The images show improvement of the registration based on

the alignment of the structures in the actual image and mean as seen in the difference

images (difference between the actual image and mean). The images on the left

represent an initial guess taken from a registration between the phantom and CT

images followed by tracking of the ultrasound probe and subsequent images. The

images on the right represent the pose with a likelihood much higher than the original

guess. Clearly, the alignment is better in the images on the right, those at the higher

likelihood.

While these results are quite limited, they still show strongly the potential

of the image model to represent the relationship between the surface, its pose, and

the image data. Despite the limitations of the data acquisition process, recall that

these results were obtained for a 3D pose with just a single image. The sensitivity of

Figure 9.1 is also evidence of the potential of the image model for representing shape.

Further results with actual data would require a much stricter data collection process

to truly evaluate the potential of the model and likelihood.
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Actual Image

Mean at Initial Guess Mean at More Likely Pose

Difference at Initial Guess Difference at More Likely Pose

Figure 9.2: A good result from several trials with the single sagittal actual image.
Difference images (difference between actual image and mean) show the improvement
in alignment at the higher-likelihood pose.

9.3.2 Results - Simulated Images

Many trials and experiments were run with simulated images as observation data.

The number of images was varied, along with the type of algorithm (gradient ascent,

BFGS), form of finite difference (forward, central) and size of finite-difference inter-

val. With such a variety of options and limited computational power (computational

requirements increase quickly with the number of images and the central finite differ-

ence), no obvious theoretical basis existed for choosing a minimal set of options for

success. As a result (as for many other practical optimization problems [52]), success

required a mix of intuition and trial and error to find a data set and optimization

options producing consistent and accurate results for a given experiment.

For the following results, a data set of three images was used. The image

planes, the simulated images, mean images (at the known true pose), and difference

images are shown in Figure 9.3. These simulated images include additive Rayleigh

noise at a level of approximately 10% of the coherent signal strength in the image. The

difference images give a visual indication of the alignment between images. Again,

the difference image was not used for any quantitative assessment, only to indicate

the alignment. The difference images will appear again in Figure 9.5 to show the

improvement in alignment throughout an optimization trial.

Several trials of the experiment were run before a configuration of the opti-

mization algorithm was found that worked well consistently. The greatest difficulties

were due to noise in computing the log likelihood and to the unequal scaling in the
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Orientation of Image Planes

Image 1

Image 2
Image 3

Figure 9.3: Data set for tests using simulated images. The rendered surface shows the
relative orientations of the three image planes. Image 1 lies in the axial plane cutting
through the spinous process. Image 2 is the familiar sagittal plane image. Image 3
is an image of the transverse process. For each image plane, the images shown are
(from top to bottom) the simulated image, the mean image, and the difference image.
The images also include added Rayleigh noise.
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pose variables (as seen previously in Figures 9.1). The log likelihood was smooth

at the resolution of the sensitivity figure (approximately 0.05 mm(deg) per step),

but at some poses and with finite difference intervals smaller than 0.05 mm(deg),

computation noise was sometimes larger than the actual increase of the function.

Noise in the objective function comes from many sources. Recall that several

steps are taken with chances for discontinuous step changes. The triangulated surface

is first modified (with Hidden Surface Removal) to account for occlusion of the beam

by the bone surface. This occlusion has been modeled by making each triangle either

visible or not, i.e., triangles are not clipped to produce smooth edges at the borders of

occluded regions, thus variation with change in pose is not guaranteed to be absolutely

smooth. This problem alone may explain the noise in the objective function. In

addition, coherent scattering sites are sensitive enough to various conditions that

variation of pose over a small distance can cause a noisy variation in the objective

function due to changes in the sampling of the coherent region. Such a problem could

potentially be solved by higher-resolution sampling or computation accomplishing the

same. For the purposes of this study, however, a larger finite difference interval was

acceptable, and much simpler.

Despite these difficulties, a configuration of the optimization routine was de-

veloped that produced good results most of the time. Figure 9.4 shows the magnitude

of the rotation and translation error vectors over 20 trials with a BFGS quasi-Newton

algorithm. The algorithm used a forward-difference gradient approximation with a

difference interval of 0.05 mm (deg). Convergence was based on small change in the

log likelihood and a small gradient (values were chosen based on plots of the sensitiv-

ity near the true pose). The algorithm was also designed to stop if a search direction

was not an increasing direction. The initial guess was a random pose composed of a

random rotation vector (each element taken from a uniform distribution then scaled

for a magnitude of 2 degrees) and a random translation vector with magnitude of 2

mm.

The results are between good and great with good consistency. Excellent

results were found on 15 of the 20 trials, with rotation error less than 0.4 degrees and

translation less than 0.2 mm. On 4 of the 5 remaining trials, the rotation error is

still below one degree, and the translation error still less than 0.3 mm. Only on one

trial was performance poor, and on that trial a local noise maximum was found, i.e.,

on the line formed by the search direction, the pose was a local maximum. Since the

local maximum was due to noise, the likelihood of such an occurence could probably
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Figure 9.4: Rotation (blue stars) and translation (red) errors over 20 trials using a
BFGS quasi-Newton algorithm with the three images of the previous figure.

be reduced by, for instance, the commonly-used technique of inserting a random

perturbation to assure optimality of the current estimate. Also of note is that the 5

trials that were less than excellent had log likelihood values that were less than those

of the other 15, i.e., the error is due to an inadequacy of the optimization algorithm

for finding the maximum rather than to poor representation of the shape by the log

likelihood.

Figure 9.5 shows snapshots of the progress of the algorithm during a trial with

an initial guess 4 mm and 4 deg away from the true pose. Each snapshot shows

the surface relative to the image planes and the three difference images (difference

between the simulated image and the mean image). The difficulty of the problem

is evident in the first snapshot, where the mean images show cross-sections of the

structure that are different than those in the the simulated images, i.e., the pose

estimation problem is not just a translation in any of these images. In finding the

pose, the largest movement occurs in the first 10 to 20 iterations, but even at 30 and

40 iterations, slight improvement is still occuring. This minimal movement near the

convergence is on the order of 0.5 mm. At this level, the images show the detail that

allows for such precise estimation of the pose, as seen in the plots of Figure 9.4.
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Figure 9.5: Scenes from an optimization from 4 mm, 4 degrees
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9.4 Implications for Inference

The conditions for these trials were relatively simple compared to possible conditions.

Images were simulated directly from the model used to predict their variation. No

surrounding tissue was present. The relations of the image planes to each other were

known. At the same time, however, inferring pose this well in these conditions is

quite a feat. Only three noisy images were used, where the images contained a mix of

speckle texture and coherent echoes to represent the very complex geometric surface

of a vertebra. The results are great testimony to the value of the image model in

representing shape in ultrasound. As such, they motivate further investigation and

development of the image model for shape in other tissue structures as well as for

inference of other characteristics of the tissue and also the imaging system.
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Chapter 10

Conclusions and Future Directions

10.1 Conclusions

This dissertation includes contributions that extend beyond its primary focus on

inference of gross surface shape. The combination of system characteristics with

gross tissue shape and microstructure into a comprehensive, pixel-based model has

not been accomplished before. By starting at the physical level and extending the

representation to a probabilistic model, many potentially new areas are opened.

The physical model of Chapters 4 and 5 is the basis for all of the models.

Shape, microstructure and system characteristics have been included in the model in

such a way that the level of detail in any component of the model can be adjusted

to fit any application of interest. Shape representations other than surfaces, e.g.,

volumes, points and curves, could easily be investigated via the simulation methods.

Similarly, other microstructural representations and system characteristics, including

effects of tissue, could be investigated. The physical model was developed to provide

a mathematical basis for the probabilistic, pixel-based models of Chapters 6, 7 and 8.

These probabilistic models, too, could be modified to fit the application of interest.

For example, if the specificity of the generalized k-distribution is necessary for an

application, the random phasor sum basis of the model could be adjusted for the

correct fit.

The simulation environment permitted by the physical model is truly more

than a means for visually comparing results. For the complex interactions underlying

ultrasonic imaging, simulation does not simply confirm intuition with a mathemat-

ical basis, it also provides a visual means for observing and understanding those

interactions and their effects. As seen in Chapter 9, the simulations also provide an
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environment isolated from some of the practical difficulties associated with actual

data to allow for more precise investigation of practial algorithms for inference.

The comprehensive, probabilistic image models described for surfaces in Chap-

ter 7 were presented here for the first time. With their basis in the physical model of

image formation, the probabilistic descriptions could be extended in many ways. The

pixel basis of these models and the introduction of the tissue shape and microstruc-

ture with system characteristics provides a new approach to inference of any of the

included components. The results of Chapter 9 indicate that very good results for

inference of pose can be achieved using the approach with well-known algorithms for

optimization. For other characteristics of the tissue and system, similar applications

could be developed.

For inference of shape and any other application, development of the model

concurrently with the inference algorithms is imperative. Performance in inference

then becomes the quantitative measure by which the model and algorithms are eval-

uated. Similarly, that performance can be used to direct improvement of the models

and algorithms to achieve desired results. This relation between the basis of the

model and its evaluation is a main advantage of model-based image analysis. De-

velopment under that paradigm has a good chance of not only leading to robust

algorithms for inference but also a better understanding of underlying phenomena

and the exploitation of that understanding in algorithm development.

10.2 The Physical Models for Image Formation

The physical model for image formation could be modified in endless ways. More

or less sophisticated methods could be used for characterizing the system. Different

models for tissue microstructure could be used. Other shape models could be included.

The physical model is general enough that any of these modifications could be made.

Which ones are made will depend on the application of interest.

Many effects could be included within the system model. Perhaps most inter-

esting are the effects of tissue, e.g., attenuation and phase aberration, on the system

description. In a simple description, attenuation could be modeled in the amplitude

of the PSF. Phase aberration could similarly be defined as having an impact on the

PSF amplitude and widths. Such simple models could be useful here because of the

probabilistic, pixel-based nature of the model. Knowledge about the likely variation

of the attenuation and phase aberration could be incorporated into the probabilistic
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model as a prior. Inference of the effects could then be implemented with a maximum

a posteriori (MAP) approach. On an even simpler level, the imaging system used to

collect the data in this dissertation used a simpler envelope detection scheme than the

Hilbert transform used in the physical model. The result is that the axial resolution

in the actual images is a little worse than in the simulated images. By including a

more nearly accurate description of this process in the physical model, a better match

may be obtained between the simulated and actual images.

The tissue models also have plenty of room for modification. For realistic

images of shape, the most crucial change would be the addition of adjacent tissue

structures for a description of an entire tissue region. Adding different tissues is easy

within the framework. The parameters for the complex Gaussian simply add because

of the linearity of the equations for the RF image. The difficulty comes in modeling

different tissues because of the complexity of the scattering interactions. For instance,

models of the muscle layer would require models for individual fibers at some level.

Again, changes such as these would require application-specific incentives to justify

the level of effort.

In addition to the shape models, models for the microstructure could be

changed in many ways. The discrete-scatterer representation is fundamental to the

model, but many tissues can be represented in this way. Parametrization of the mi-

crostructure is probably the more interesting component. Random models for the

number of scatterers in a resolution cell would have a significant effect on the ampli-

tude statistics. Similarly, the regularity of scatterer spacing could produce significant

changes. Microstructural differences such as these would probably have the greatest

effect on characterization of the local microstructure. For example, for inference of

shape, a microstructural model is absolutely necessary, but performance is proba-

bly more dependent on the shape characterization than the exact description of the

microstructure.

10.3 The Image Model

From a given physical model, the image model is well-defined mathematically, but,

as seen in Chapters 7 and 8, choices in computing the amplitude statistics will have a

significant effect on the accuracy and computational requirements of the model. For

any given application, the associated requirements and acceptable level of accuracy

will determine the type of approximations that can be used. For inference of surface
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shape, the curvature of the shape is of utmost importance. For a shape that is smooth

relative to the size of the PSF, approximations with less accuracy could be used to

achieve quicker computation and faster rates of convergence.

Another interesting area with respect to the image model is the issue of neigh-

bor interactions in the probabilistic model. In this work, neighboring pixels were

assumed independent to simplify computation. For inference of shape, additional

modeling is not likely to be helpful since the shape is well-represented without the

texture information. Items of interest such as the system characteristics, however,

have a direct influence on the interdependence between neighboring pixels. Inference

of these characteristics, thus, could be aided by extending the model to represent

texture using, e.g., a Markov random field approach.

10.4 Inference of Shape Using the Image Model

From the results of Chapter 9, the image model appears to hold promise in inference

of shape. In terms of tissue shape, the vertebra represents a very challenging case

because of its high curvature. Tissue shapes with less curvature would have a better

chance for success because the likelihood would vary more smoothly and predictably.

Similarly, the flexibility of non-rigid transformations that allow for more variation

in the shape would probably allow better performance. Perhaps the most important

criteria for a good shape for inference, however, is the contrast between the shape and

the surrounding tissue. In clinical spine images, the vertebrae can be very difficult to

image because of the low contrast. As a result, spinal registration with ultrasound is

less likely to be successful than registration or identification of soft tissue structures

with good contrast. In light of this, the treatment guidance applications most likely to

benefit from this work would probably be registration for the liver or prostate (because

of the simplicity of their gross shapes) and, potentially, the assessment of brain shift

(because of the potential for using a prior model to describe likely deformation of the

tissue).
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10.5 Adaptive Image Formation and Tissue Char-

acterization

Because the image model represents the system characteristics and tissue, any com-

ponent could potentially be inferred using an appropriate modification of the image

model. One area of interest is the adaptive formation of images using information

inferred about the tissue characteristics and their effects on the system PSF. By adap-

tively forming this image, the image itself would provide additional information about

the underlying characteristics. Such an approach could potentially provide improved

image quality by correcting for degrading effects such as attenuation and phase aber-

ration, while forming estimates of the underyling tissue characteristics at the same

time.

Again, any of these applications would require specific modifications to the

image model to fit the purpose. The advantage of the image model is its general-

ity. Any of these applications could be represented in this new way, combining any

desired information about the tissue shape, the tissue microstructure or the system

characteristics.
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Appendix A

Calculations involving triangles

Triangle geometry

The triangle consists of three vertices {v1, v2, v3}, vi ∈ IR3. The area of any triangle

can be found as half the magnitude of the vector cross product formed by any two of

the three vector edges, (recall that the magnitude of the vector cross product equals

the area of the parallelogram formed by the vectors, half of which is the area of the

triangle).

Area(4) =
1

2
|(v2 − v1)× (v3 − v1)| (A.1)

=
1

2
|(v1 − v2)× (v3 − v2)| (A.2)

=
1

2
|(v1 − v3)× (v2 − v3)|. (A.3)

The normal to the triangle is obtained by the vector cross product itself. Any triangle

can be resampled to produce four equi-area triangles by splitting each edge in half

and connecting as in Figure A.1.

Triangle parametrization and surface integrals

Surface integrals over a triangle surface will be computed in many instances. As a

surface, the triangle can be parametrized in two dimensions, λ1, λ2 as

r = λ1(v2 − v1) + λ2(v3 − v1) + v1 (A.4)
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Figure A.1: Any triangle can be resampled into four triangle of equal area by splitting
the edges and reconnecting as shown.

where λ1, λ2 ∈ [0, 1] and λ1 + λ2 = 1. With a surface parametrization, r(λ1, λ2), the

integral of any function f(r) over the surface, can be computed as follows [80],

∫∫
S
f(r)dA =

∫∫
R0

f(r(λ1, λ2)) |rλ1 × rλ2| dλ1dλ2 (A.5)

where × denotes the cross product, rλ1 and rλ2 denote the partial derivatives of the

transformation with respect to λ1 and λ2, and R0 is the subset of IR2 that is mapped

onto the surface S, by r(λ1, λ2). For the triangle parametrization of equation A.4,

the cross product, |rλ1 × rλ2| is given by twice the area of the triangle,

|rλ1 × rλ2| = |(v2 − v1)× (v3 − v1)| = 2Area(4). (A.6)

Any integral over the triangle can be computed in the λ1, λ2 coordinates by multi-

plying by twice the triangle area,

∫∫
S4
f(r)dA = 2Area(4)

∫ 1

0

∫ 1−λ2

0
f(r(λ1, λ2))dλ1dλ2. (A.7)

Specific integrals for phasor sum calculations

In representing the phasor sum, certain integrals of trigonometric functions over the

triangle surface will be useful in analytic form. The following functions are of interest,
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cos(r), sin(r), cos2(r), sin2(r) and cos(r) sin(r). The argument in each will depend only

on the axial, z, component as r = ωz. The integrals can be found through simple

calculations, or with an application such as MathematicaTM . They are listed here for

reference, where z31 = (z3 − z1), z12 = (z1 − z2), and z23 = (z2 − z3),
∫∫

S4
cos(ωz)dA = 2Area(4)

z31 cos(ωz2) + z12 cos(ωz3) + z23 cos(ωz1)

ω2z12z23z31
(A.8)

∫∫
S4

sin(ωz)dA = 2Area(4)
z31 sin(ωz2) + z12 sin(ωz3) + z23 sin(ωz1)

ω2z12z23z31
(A.9)

∫∫
S4

cos2(ωz)dA =

2Area(4)
2ω2z12z23z31 + z31 cos(2ωz2) + z12 cos(2ωz3) + z23 cos(2ωz1)

8ω2z12z23z31
(A.10)

∫∫
S4

sin2(ωz)dA =

2Area(4)
2ω2z12z23z31 + z31 sin(2ωz2) + z12 sin(2ωz3) + z23 sin(2ωz1)

8ω2z12z23z31
(A.11)

∫∫
S4

cos(ωz) sin(ωz)dA =

2Area(4)
z31 sin(2ωz2) + z12 sin(2ωz3) + z23 sin(2ωz1)

8ω2z12z23z31
. (A.12)
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Appendix B

A Parametrization for the

Intersection of a Plane and

Ellipsoid

For a given surface, a parametrization, r(u, v), was defined as in Chapter 3 as a

mapping from a subset of IR2 to IR3, r : A→ IR3, (u, v) ∈ A ⊂ IR2,

r(u, v) =



x(u, v)

y(u, v)

z(u, v)


 . (B.1)

The utility of the matrix expression for the ellipsoid is that it simplifies the task of

finding that parametrization for the intersection of the ellipsoid with an arbitrary

plane. The parametrization can be found in a manner similar to those in [82] by

constructing a sequence of transformation that transforms the intersection surface

into a circle in the x-y plane.

In matrix notation, the plane is described by a normal, N =
[
Nx Ny Nz

]
,

and distance, d, to the origin,

Nx = d (B.2)

where N is assumed to be a unit normal, i.e., |N| = 1. With this notation, the

intersection of plane and ellipsoid can be derived using the following transformations

on the coordinates x.
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1. Scale so that the ellipsoid becomes a sphere. The plane is also transformed and

then intersects the sphere in one of the following ways: not at all, a point, or a

circle [82].

2. Rotate and translate to align the approximating plane with the xy (z = 0)

plane. If the intersection exists, it is either a point (not of interest) or a circle.

3. If the intersection exists, the parametrization is then defined as a transformation

of the intersection circle (the set, A, required for the parametrization), back to

the original coordinate system.

The first coordinate transformation from x to x′ is a scaling by the inverse of

the ellipsoid matrix,

x = M−1x′ (B.3)

to transform the ellipsoid into a sphere. Since xt = x′tM−1 and M−1M = I, The

ellipsoid becomes a sphere with unit radius,

xtM2x = 1 (B.4)

x′tM−1M2M−1x′ = 1 (B.5)

x′tx′ = 1. (B.6)

The plane, [N, d], becomes

NM−1x′ = d (B.7)

which can be rewritten as the plane [N′, d′], where

N′ =
NM−1

|NM−1| =
[
aNx bNy cNz

]
√
a2N2

x + b2N2
y + c2N2

z

(B.8)

and

d′ =
d

|NM−1| . (B.9)

In the x′ coordinate system, the problem becomes one of finding the intersec-

tion of the unit sphere x′tx′ = 1 and a plane, N′x′ = d′. By choosing a transformation
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that aligns the plane with the x′y′ plane, the intersection (if it exists) will either be

a circle (with known radius) or a point.

The x′y′ plane has normal N′ =
[
0 0 1

]
and d = 0, and the desired transfor-

mation can be constructed by, first, rotating the arbitrary plane so that it is parallel

to the x′y′ plane, (N′′ =
[
0 0 1

]
), then translating it to the the origin (d′′ = 0).

The transformation can be constructed as follows, in terms of a rotation matrix, R,

and translation vector, t,

x′ = R(x′′ + t) (B.10)

where R and t are chosen such that substitution into the plane equation N′x′−d′ = 0

produces the equation

N′′x′′ = 0 with N′′ =
[
0 0 1

]
= N′R. (B.11)

It is easy to verify that the following matrices, Ry and Rx, are rotations around the

y and x axes (see Chapter 3), thus the product is also a rotation matrix, R, and it

satisfies the relation N′R =
[
0 0 1

]
,

R = RxRy (B.12)

=



1 0 0

0 N ′
z√

N ′
y
2+N ′

z
2

N ′
y√

N ′
y
2+N ′

z
2

0 − N ′
y√

N ′
y
2+N ′

z
2

N ′
z√

N ′
y
2+N ′

z
2






√
N ′

y
2 +N ′

z
2 0 N ′

x

0 1 0

−N ′
x 0

√
N ′

y
2 +N ′

z
2


 . (B.13)

Substituting these expressions back into the equation for the arbitrary plane allows

a translation to be chosen to complete the transformation,

N′x′ = d′ (B.14)

N′R(x′′ + t) = d′ (B.15)

N′′x′′ = d′ −N′′t = d′′ = 0. (B.16)

Since N′′ =
[
0 0 1

]
, a translation vector of t =

[
0 0 d′

]t
will complete the trans-

formation of the original plane to the x′′y′′ plane.
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Combining the above transformations results in a single transformation map-

ping x to x′′ or vice versa,

x = M−1x′ and x′ = RxRy(x′′ + t) (B.17)

x = M−1RxRy(x′′ + t) (B.18)

or (B.19)

x′′ = Ry
tRx

tMx− t. (B.20)

It remains to transform the sphere by the second transformation so that the

intersection in the x′′y′′ plane can be found. Recall that this intersection completes the

definition of the parametrization of the surface of intersection (it will comprise the set

A ∈ IR2 that is transformed to the original coordinates). In the x′ coordinate system,

the sphere satisfies the equation x′tx′ = 1. The following intermediate expression

(without the scaling term) relates x′ and x′′,

x′ = R(x′′ − t). (B.21)

Substituting this expression into the unit sphere equation produces an equation for

the sphere in the x′′ coordinate system,

(R(x′′ + t))t(R(x′′ + t) = 1 (B.22)

(x′′ + t)tRtR(x′′ + t) = 1 (B.23)

(x′′ + t)t(x′′ + t) = 1 (B.24)

x′′tx′′ + 2ttx′′ + ttt = 1 (B.25)

x′′tx′′ + 2ttx′′ = 1− d′2. (B.26)

In the x′′ coordinate system, the plane of interest is the x′′y′′ (z′′ = 0) plane, thus the

intersection of the sphere and plane is obtained by setting z′′ = 0 in equation B.26,

x′′2 + y′′2 = 1− d′2. (B.27)

Of course, this expression describes a circle for 1 − d′2 > 0 (or for d′ < 1). The

surface of intersection in the original coordinate system can now be parametrized as

a transformation, r(u, v), or a mapping, r : A → IR3 for A = {(u, v) : u2 + v2 ≤
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1− d′2} ⊂ IR2,

r(u, v) = M−1R(x′′ + t) where x′′ =
[
u v 0

]
. (B.28)

The parametrization can be represented more simply by substituting the translation,

t =
[
0 0 d′

]t
, and employing a new vector, u =

[
u v d′

]t
,

r(u, v) = M−1Ru. (B.29)

From Equation 7.14, the surface integrals of interest require the cross product

of the partial derivatives, ru and rv, from the parametrization of Equation B.29. In

terms of the quantities of the plane and PSF envelope, the parametrization is given

by

r(u, v) = M−1R



u

v

d′


 (B.30)

=



a 0 0

0 b 0

0 0 c







√
N ′

y
2 +N ′

z
2 0 N ′

x

− N ′
xN ′

y√
N ′

y
2+N ′

z
2

N ′
z√

N ′
y
2+N ′

z
2

N ′
y

− N ′
xN ′

z√
N ′

y
2+N ′

z
2
− N ′

y√
N ′

y
2+N ′

z
2

N ′
z






u

v

d′


 (B.31)

=



a
√
N ′

y
2 +N ′

z
2 0 aN ′

x

− bN ′
xN ′

y√
N ′

y
2+N ′

z
2

bN ′
z√

N ′
y
2+N ′

z
2

bN ′
y

− cN ′
xN ′

z√
N ′

y
2+N ′

z
2
− cN ′

y√
N ′

y
2+N ′

z
2

cN ′
z






u

v

d′


 . (B.32)

The partial derivatives in u and v are easily found as the first and second columns,

respectively, of the last matrix,

ru =



a
√
N ′

y
2 +N ′

z
2

− bN ′
xN ′

y√
N ′

y
2+N ′

z
2

− cN ′
xN ′

z√
N ′

y
2+N ′

z
2


 rv =




0
bN ′

z√
N ′

y
2+N ′

z
2

− cN ′
y√

N ′
y
2+N ′

z
2


 . (B.33)
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The determinant of the cross product gives the integration term, |r(u, v)|,

|ru × rv| =

∣∣∣∣∣∣∣∣∣∣

i j k

a
√
N ′

y
2 +N ′

z
2 − bN ′

xN ′
y√

N ′
y
2+N ′

z
2
− cN ′

xN ′
z√

N ′
y
2+N ′

z
2

0 bN ′
z√

N ′
y
2+N ′

z
2
− cN ′

y√
N ′

y
2+N ′

z
2

∣∣∣∣∣∣∣∣∣∣
(B.34)

=
∣∣∣i(bcN ′

x) + j(acN ′
y) + k(abN ′

z)
∣∣∣ (B.35)

=
√
b2c2N ′

x
2 + a2c2N ′

y
2 + a2b2N ′

z
2. (B.36)
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